
1 Reviewer 1

1. Revise the text to improve its readability. Correct grammatical
and typing errors. Maybe proof-read by native speaker? Maybe
revise structure? We have revised and improved a substantive part of the
text, as can be seen in the track-changes document. In addition, the revised
version of the manuscript has been proof-read by a native speaker. At last, we
have revised the structure in such a way we focus more on related work, the
structure of DDPs in general and how Instagram DDPs fit within that profile.

2. Moreover, I think that the sections ”Evaluation” and ”Results”
are in need of further work: some results are presented in the ”eval-
uation” section, and I found the ”result” to be lacking of some quan-
titative results and statistics. We agree that these sections have become
messy due to the fact that after the first round of results, we further improved
the algorithm and we present new results. We believe that it is transparent to
show that we took this step before obtaining the final results, but we understand
that it might lead to some confusion for the reader. Therefore, we have now
rewritten this into a single section where subheadings make the different steps
that we take more clear. In addition, we included a separate section where we
describe the dataset and also provide the descriptive statistics of that dataset in
that section. Furthermore, the evaluation procedure is now described in a sepa-
rate subsection under ’methods’. Overall, this new structure better corresponds
to the procedure that we used to develop the script and makes the steps that we
took in this procedure more striaghtforward to understand. In addition, we have
supplemented many of our conclusions with new tables and provide new descrip-
tives regarding the evaluation set. We refer to the track-change document to see
the adjusted structure and new tables.
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2 Reviewer 2

1. (automatically) redacting documents/data is not a new problem.
No related work on this is provided. In a slightly different context,
solutions for detecting/removing sensitive info about to be sent on
a network were proposed in the past. We agree with the reviewer that
there are many related studies on automatic de-identification of documents and
media. We have expanded our related work section where we now include these
studies. In this section we also give a more elaborate explanation on why the
automatic de-identification of DDPs is a challenge and why existing approaches
may not be applicable.

2.1 Related work

To remove direct personal data from DDPs, the software should be
able to adhere to the five key characteristics of DDPs introduced in
the previous subsection. A first step is to investigate to what extent
existing software and literature is able to remove direct personal
data from DDPs. A well-known approach is k−anonymity (1) which
requires that each record in a data-set is similar to at least k − 1
other records on the potentially identifying variables (2). However,
parts of the DDPs are highly unstructured and thereby unique per
DDP and reaching k−anonymity is therefore not feasible. Much
research has focused on the de-identification of electronic health
records, for example to enable their use in multi-center research
studies (3). Scientific open source de-identification tools are available
such as DEDUCE (4) as well as commercial tools, such as Amazon
Comprehend (5) and CliniDeID (6) (7). Similar initiatives have
taken place to de-identify personal data in other types of data,
such as for human resource purposes (8). However, textual content
generated from structured data-bases such as for electronic health
records or human resources typically have a higher level of structure
compared to DDPs and does not handle key identifying information
in DDPs, such as usernames or visual content and therefore existing
software was not sufficient for our purpose. Alternatively, software
has been developed focusing on the removal of usernames, for example
for Twitter data (9). Furthermore, many different types of both
open source and commercial software are available to identify and
blur faces on images and videos, such Microsoft Azure (10), and
Facenet-PyTorch (11). However, none of the investigated software
was able to handle both textual and visual content and both structured
and unstructured data within one procedure.

To summarize, a de-identification procedure is required that works
appropriately when file structures change rapidly over time, while
there are substantive differences in the level of structure within the
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files, that is able to handle different file formats, that is able to handle
both visual and textual content and that recognizes the username as
the primary identifier for natural persons, while other types of person
identifying information (PII) should also be accounted for, such as
first names, phone numbers and e-mail addresses. The developed
software aims for such a level of protection that the privacy of the
DDP owners (the participants) is always preserved. Importantly, the
goal is not to prepare the DDPs for public sharing, however, in the
unlikely event of a data breach, the individual research participants
should not be directly identifiable. Therefore, the de-identification
procedure introduced here should always be supplemented with other
security measures such as using a shielded (cloud)environment to
store the data and using privacy-preserving algorithms when analyzing
the data.

De-identification of data in the medical domain has extensively been
researched. Medical patient data, like electronic health records and
clinical notes, are increasingly used for clinical research. As imposed
by privacy legislations such as the US Health Insurance Portability
and Accountability Act (HIPAA) (12) and the GDPR, the privacy
of patients includede in these data has to be protected. Medical
data are therefore de-identified by removing all categories of pro-
tected health information (PHI) that are defined by the HIPAA.
PHI types typically found in medical data are person names and
initials, names of institutions, social security numbers and dates
(3; 4; 13; 14). Automatic de-identification approaches in the litera-
ture are either rule-based, machine learning based or a combination
of both, where machine-learning approaches show the best perfor-
mance (3; 13; 14). Scientific open-source de-identification tools are
available such as DEDUCE (4) and Amnesia (15) as well as com-
mercial tools, such as Amazon Comprehend (5) and CliniDeID (6)
(7). Most automatic de-identification approaches are constrained to
English medical documents and little is known about their generaliz-
ability across languages or domains. Although neural networks have
shown good generalization performance compared to rule-based and
feature based approaches, a substantial decrease of performance has
to be expected when applying these out of the box to new languages
or domains (13).

User privacy in social media is an emerging research area and has
attracted increasing attention recently. To avoid privacy attacks,
like identity disclosure and attribute disclosure, publishers of so-
cial media data are obliged to protect users’ privacy by anonimizing
these data before they are published publicly (16). Anonymizing
social media data is a challenging task due to their heterogeneous,
highly unstructured and noisy nature (16). Commonly used statis-
tical disclosure control approaches (17; 1; 2; 15; 18) are designed for
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relational and tabular data and cannot be directly applied to social
media data. In addition, PHI types that are common in medical
data are unlikely to be found in textual social media data. These
data rather contain person names, usernames or IDs, email addresses
and locations (19; 20), but in fact there is limited work on the types
of person identifying information (PII) that may be present in tex-
tual social media data and how these should be removed (20; 21).
Yet, removing such information has been shown to be far from suf-
ficient in preserving privacy since users’ identity or attributes may
be inferred from the public data available on social media platforms
(22; 23; 24; 16). Finally, social media data may also consist of visual
content. Many different types of both open source and commer-
cial software are available to identify and blur faces on images and
videos, such as Microsoft Azure (10), and Facenet-PyTorch (11).
However, modern image recognition methods based on deep learn-
ing have demonstrated that hidden information in blurred images
can be recovered (25).

Like social media data, DDPs are heterogeneous and unstructured
and are likely to contain the same types of sensitive information.
Yet, the limited de-identification approaches that are available for
social media data focus either on textual or visual content and the
presence of both types of information within one DDP poses a major
de-identification challenge (26). An important difference is that on
social media platforms information on large groups of users is widely
available, whereas DDPs are only available for a single individual.
The goal of this research is not to prepare the DDPs for public
sharing. DDPs will either be stored on the owner’s device or in a
shielded (cloud)environment and analyzed using privacy-preserving
algorithms. In that sense, handling DDP’s is comparable to handling
medical data and we therefore assume that the risk of privacy attacks
is very low. However, for ethical reasons and in the unlikely event
of a data breach, DDPs should still be de-identified.

To summarize, we need a de-identification procedure that is able
to handle unstructured and heterogeneous data, and can de-identify
both visual and textual content within one procedure. It should be
able to recognize usernames as the primary identifier for natural per-
sons, while other types of PII, such as person names, phone numbers
and e-mail addresses, should also be accounted for.

2. the utility aspects are not covered. Are the resulting DDP
still useful. To assess this, the authors should explain what data
scientist typically need from DDP and why they collect them in the
first place. Also, the general pipeline for collecting DDP is not clear
(users do it and then pass it to the researchers I guess; it should
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be explained that the de-identification would be done on the user
side). Also, it is not clear how the utility is preserved for studies
that focus on the *interaction* between users. It should be made
clearer how interaction/relation information is preserved. We already
discussed some of these issues in the discussion section, but in addition we now
explain the workflow and the usability of the resulting de-identified DDPs in the
introduction as well.

However, the data present in DDPs can be deeply private and po-
tentially sensitive. This poses a major challenge to using DDPs for
scientific research. Participants might not be willing to share this
sensitive data. However, researchers are often only interested in a
part of the DDP and do not need the sensitive data. Although
an interesting solution is to extract relevant features locally on the
device of the participant (27), this workflow is not suitable for all
research purposes. When, for example, an exploratory approach is
of interest, or when the aim is to develop or improve the perfor-
mance of an extraction algorithm, local extraction would limit the
analytic possibilities. In such situations, collection of the complete
DDP is desired, which requires challenges caused by the sensitivity
of the data to be overcome. An example of such a research project
is Project AWeSome (28), which collects complete Instagram DDPs
from research participants. The participants’ DDPs are stored in
a secured environment where they are de-identified using the de-
identification algorithm proposed in this manuscript. Only after the
sensitive information is adequately masked, can the DDPs be shared
with the applied researchers for substantive analyses.

3. the privacy goals are not clear. whose privacy should be pro-
tected? that of the DDP owner or that of the mentioned individuals?
If it’s the owner, I’m afraid a simple Google (image) search would
still re-identify the original data (if it’s public) from the redacted
data. For instance, a google image search fed with the picture with
blurred face would probably return the original image. The goal is
to preserve the privacy of participants in a way that is common for sensitive
research data. Decisions here are aimed at maintaining a balance between the
reduction of identifying information on the one hand and usability of the data
for research purposes on the other hand. Our goal is therefore to strive for de-
identification at such a level that when the data is used in a secured environment
and without linkage to other data-sources, identification of individual research
participants is not possible. In addition, the same holds for the identification of
other individuals who’s images or messages appear in the DDP of the research
participant as a by-product. Originally, we discussed this in the related work
section but we have removed this part and make the privacy goals more explicit
in the introduction of the manuscript.
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We argue that in situations where complete DDPs are collected for
research, the DDPs should be treated in a similar fashion as any
other sensitive data that is collected for research purposes. We there-
fore follow the guidelines for sensitive research data1, which were
established by Utrecht University for handling sensitive data from
official statistical agencies and governmental bodies like Statistics
Netherlands (29) and the European Commission(30). From these
guidelines it can be concluded that two important measures should
be taken. First, security measures such as using shielded (cloud)
environments for data storage should be used. Second, the privacy
of participants should be preserved while their data is analysed by
researchers.

4. Sections 2.1 and 2.2 lack references to (official) documentation.
We have now restructured these two sections into one separate section on DDPs.
In this section, we now provide a table that illustrates how the Instagram DDP
relates to DDPs from other data controllers. In this table, we also provide the
links to official documentation from these data controllers.

3 BackgroundData download packages

The aim of the software introduced in this paper is to enable researchers
to use DDPs for scientific research while preserving the privacy of
participants. In this section, we explain in more detail the specific
type of data that can be found in DDPs, define our aims in terms of
data protection in more detail and discuss relevant existing literature
and software.

3.1 Data Download Packages

Most large data controllers currently comply with the right of data
access by providing users with the option to retrieve an electronic
“Data Download Package” (DDP). This DDP typically comes as a
.zip-file containing .json, .html, .csv, .txt, .JPEG and/or .MP4 files
in which all the digital traces left behind by the data subject with
respect to the data controller are stored. The structure and content
of a DDP varies per data controller, and even within data controllers
there are differences among data subjects. Data subjects may use
different features provided by the data controller and this is reflected
by their DDP, for example, if a data subject does not share photos
on Facebook, there will be no data folder with .JPEG files in the
corresponding DDP.

1https://www.uu.nl/en/research/research-data-management/faq
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One particular characteristic of DDPs is that their content and
structure is often subject to change. For example, if a data subject
downloads the DDP at a data controller, and repeats this a month
later, differences may be found in the structure of the DDP. This can
have several causes. The most straightforward cause is that the data
subject generated additional data throughout this month. However,
other important factors also play a role. First, data controllers
can develop new features by which new types of data regarding
the data subject are collected. Second, other features are phased
out. Third, some data (for example search history) is only saved
for a limited amount of time and is destroyed by the data controller
after that period. In that case, it will also not be present in the
DDP anymore. At last, the GDPR is still relatively new and data
controllers continue to optimize the processes used to transfer the
relevant data to its subjects, leading to changes in the structure of
DDPs.

3.2 Instagram DDPs

As the software in this research project was initially developed to
de-identify Instagram DDPs, the structure of these DDPs has been
thoroughly investigated. Instagram DDPs come as one or multiple
zipfiles (depending on the amount of data available on the data
subject). The .zip-file contains a number of folders in which all
the visual content is stored, namely “photos”, “videos”, “profile”
and “stories”. The different folders refer to the different Instagram
features used by the data subject to generate the visual content.
For example, in the folder “profile”, a subject’s profile picture can
be found, while in the folder “stories”, visual content can be found
generated using the “stories” feature in Instagram, a form of ephemeral
sharing. All textual information is collected in a number of .json files.
Some of these files have a simple list structure. For example the file
“likes.json” lists all the ‘likes’ given by the subject, supplemented
with a timestamp and the username of the Instagram account to
which the ‘like’ was given. Files such as ‘connections.json’, ‘searches.json’
and ‘seen content.json’ have similar structures. Other files, such as
‘profile.json’ are typically shorter in size but have a more complex
structure, as they typically contain different auxiliary characteristics.
Other files with such a structure are for example ‘account history.json’,
‘devices.json’ and ‘settings.json’. However, a substantial number of
files contains data that is less structured. Examples of such files are
‘comments.json’, ‘media.json’, ‘messages.json’ and ‘stories activities.json’.
Furthermore, data subjects at Instagram are not necessarily natural
persons. Data subjects at Instagram can be identified by a single
and unique Username. Typically, natural persons have individual
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accounts with an accompanying username, but other institutions,
such as for example retail shops or bands can also have an individual
account with an accompanying username.

Most large data controllers currently comply with the right of data
access by providing users with the option to retrieve an electronic
DDP. This DDP typically comes as a compressed folder containing
text and/or media files in which all the digital traces left behind by
the data subject with respect to the data controller are stored. Table
4 shows that the content and structure of DDPs differs among data
controllers. Differences between DDPs from the same data controller
can also occur among data subjects and over time. These differences
may be caused by data subjects using different features provided by
the data controller or by the fact that the DDP is a snapshot of
the data collected by the data subject up to that point. However,
other important factors also play a role. First, data controllers can
develop new features through which new types of data of the data
subject are collected. Second, other features may be phased out.
Third, some data (for example search history) is only saved for a
limited amount of time and is destroyed by the data controller after
that period. In that case, it will also not be present in the DDP any-
more. Finally, the GDPR is still relatively new and data controllers
continue to optimize the processes used to transfer the relevant data
to its subjects, leading to changes in the structure of DDPs.

From Table 4 it can be concluded that the Instagram DDP con-
tains many features that can also be found in DDPs of other data
controllers. Common features are the presence of both text and/or
media files, the presence of both structured and unstructured text
and the presence of specific types of person identifying information
(PII). Therefore, an algorithm that is able to de-identify Instagram
DDPs also contains the features needed to de-identify many of the
DDPs of other data controllers. To summarize, the developed al-
gorithm is able to handle: To summarize, software to de-identify
Instagram DDPs should be able to handle:

• An ever changing file structure,

• both visual and textual content,

• different file formats,

• Files in highly structured and highly unstructured format and
different variants in betweenfiles ranging from highly structured
to highly unstructured formats,

• Natural persons and other users which are identified by their
unique username.the masking of usernames of natural persons
or other users.
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Information Instagram DDP
Overall Main language Dutch; English

Structure Unstructured; Loose text files
Text Number of files 20

File names account history; autofill; comments; connections;
devices; events; fundraisers; guides;

information about you; likes; media; messages;
profile; saved; searches; seen content; settings;
shopping; stories activities; uploaded contacts;

File format .JSON
Structure Structured: Folder ¿ subfolder ¿ media files

Media Folders photos; profile; stories; videos
Subfolders Date (format: YYYYMM)
File format .JPG/.MP4

Table 2: The content of a typical Instagram DDP of a Dutch user

5. The dataset is relatively small. Also, except for some data, the
annotation was done by a single annotator; this is not very robust.
We agree that the dataset is relatively small in terms of number of DDPs. How-
ever, as the data were generated for research purposes and during the generation
process, we accounted for the variety of Instagram features. We explain this pro-
cedure and highlight the variety that remained now in more detail in the Data
section. However, we also comment on this issue in the discussion section.

4 Data

4.1 Development set

For the development of this new de-dentification procedure, the re-
searchers initially used two DDPs of their own personal Instagram
accounts. The functionality of the algorithm was based on the typ-
ical Instagram DDP file structure (see Table 2). To ensure that the
developed algorithm can adequately handle possible varieties in DDP
structures (over different Instagram accounts), a validation data cor-
pus was created. Using this corpus, the de-identification procedure
could be tested and improved, maximizing its effectiveness.

4.2 Validation corpus sampling

A group of 11 participants generated Instagram DDPs by actively
using a new Instagram account for approximately a week. The par-
ticipants were instructed not to share any of their own personal in-
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formation via the Instagram accounts. Instead, participants were in-
structed to share either fake or publicly available information by, for
example, sharing URLs of news websites, posting images of celebri-
ties, or liking and following verified Instagram accounts. As the final
data corpus does not contain any personal information it is publicly
available at http://doi.org/10.5281/zenodo.4472606.

6. Not sure Section 4.4 is needed for the audience of a journal
on Data Science. We have made this section shorter, but we think some
information should remain in place, to make clear what evaluation criteria we
focus on and the argumentation for this.

4.3 Evaluation criteria

For each category of PII in each filetype in the set of DDPs regarding
textual content, we count the number of TP, FP and FN. For the
visual content, we calculate the TP and FN. We use scikit learn to
further evaluate the performance of the procedure on the different
aspects (31). First, we calculate the recall, or the sensitivity, as

Recall =
TP

TP + FN
. (1)

Here, we measure the ratio of the correctly de-identified cases to all
the cases that were supposed to be de-identified (i.e. ground truth).
Each false negative potentially results in not preserving the privacy
of a research participant and therefore a high value for the recall is
particularly important. The precision is calculated as

Precision =
TP

TP + FP
. (2)

Precision shows the ratio of correctly de-identified observations to
the total of de-identified observations and a high precision illustrates
that the amount of additional information lost due to unnecessary
de-identification is limited. Given that DDPs are typically collected
to analyze aspects such as the free text or the images, losing a lot
of this information by the de-identification process challenges the
intended research goal. At last, we calculate the F1 score

F1 − score = 2 × precision× recall

precision + recall
, (3)

which combined the precision and recall and considered both false
positives and false negatives. Note that we do not calculate the
accuracy as the number of true negatives cannot be determined ap-
propriately in our data-set.
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PII File N Count Proportion
Textual

Username comments.json 10 261 0.03
connections.json 10 1222 0.14
likes.json 10 883 0.10
media.json 10 43 0.00
messages.json 10 2947 0.33
profile.json 10 10 0.00
saved.json 11 6 0.00
searches.json 11 314 0.04
seen content.json 11 3144 0.35
shopping.json 11 1 0.00
stories activities.json 11 35 0.00

Total 115 8866 1.00
Name comments.json 10 105 0.18

media.json 10 54 0.09
messages.json 10 427 0.72
profile.json 10 10 0.02

Total 40 596 1.00
Email comments.json 10 28 0.13

media.json 10 28 0.13
messages.json 10 152 0.70
profile.json 10 10 0.05

Total 40 218 1.00
Phone comments.json 10 29 0.16

media.json 10 9 0.05
messages.json 10 140 0.79

Total 30 178 1.00
URL comments.json 10 1 0.00

messages.json 10 267 0.96
profile.json 10 10 0.04

Total 30 278 1.00
Visual

PII Folder .JPG .MP4 Proportion
Username photos 49 - 0.11

stories 255 105 0.84
videos - 21 0.05

Total 304 126 1.00
Face direct 20 - 0.01

photos 1046 - 0.67
stories 290 163 0.29
videos - 36 0.02

Total 1356 199 1.00

Table 3: Descriptive statistics of visual and textual content in the generated
Instagram DDP validation corpus
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5 Reviewer 3

1. On the downside, it is unclear how the submitted manuscript
relates to data science and if the proposed de-identification method
relates to the journal’s aims and scope. According to our understanding,
one of the aims and scope of the journal includes the processing of data, and
the journal has an interest in specific tools. One of the goals of the journal is
to unleash the power of scientific data to deepen our understanding of digital
systems and to gain insight into human social and economic behavior. Our
de-identification algorithm is a tool that processes DDPs in such a way that it
preserves the privacy of participants. By using our algorithm, the privacy of
research participants can be preserved in a similar way that is done with any
type of research data, and thereby we open up the possibility to use DDPs for
scientific research, which will help gain insight into human social and economic
behavior, as all digital traces left behind by participants on certain platforms can
be collected via DDPs and then analysed.

2. Second, the authors missed several highly related work/software
that propose anonymization tools for research data: https://arx.

deidentifier.org, https://amnesia.openaire.eu and https://cran.r-project.

org/web/packages/sdcMicro/index.html. I encourage the authors to
cite them and position their work with respect to them. We agree
with the reviewer that there are many more related studies on automatic de-
identification of documents and media. We have included the references men-
tioned by the reviewer and additional studies in the related work section. In
this section we also give a more elaborate explanation on why the automatic
de-identification of DDPs is a challenge and why existing approaches may not
be applicable.

5.1 Related work

To remove direct personal data from DDPs, the software should be
able to adhere to the five key characteristics of DDPs introduced in
the previous subsection. A first step is to investigate to what extent
existing software and literature is able to remove direct personal
data from DDPs. A well-known approach is k−anonymity (1) which
requires that each record in a data-set is similar to at least k − 1
other records on the potentially identifying variables (2). However,
parts of the DDPs are highly unstructured and thereby unique per
DDP and reaching k−anonymity is therefore not feasible. Much
research has focused on the de-identification of electronic health
records, for example to enable their use in multi-center research
studies (3). Scientific open source de-identification tools are available
such as DEDUCE (4) as well as commercial tools, such as Amazon
Comprehend (5) and CliniDeID (6) (7). Similar initiatives have
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taken place to de-identify personal data in other types of data,
such as for human resource purposes (8). However, textual content
generated from structured data-bases such as for electronic health
records or human resources typically have a higher level of structure
compared to DDPs and does not handle key identifying information
in DDPs, such as usernames or visual content and therefore existing
software was not sufficient for our purpose. Alternatively, software
has been developed focusing on the removal of usernames, for example
for Twitter data (9). Furthermore, many different types of both
open source and commercial software are available to identify and
blur faces on images and videos, such Microsoft Azure (10), and
Facenet-PyTorch (11). However, none of the investigated software
was able to handle both textual and visual content and both structured
and unstructured data within one procedure.

To summarize, a de-identification procedure is required that works
appropriately when file structures change rapidly over time, while
there are substantive differences in the level of structure within the
files, that is able to handle different file formats, that is able to handle
both visual and textual content and that recognizes the username as
the primary identifier for natural persons, while other types of person
identifying information (PII) should also be accounted for, such as
first names, phone numbers and e-mail addresses. The developed
software aims for such a level of protection that the privacy of the
DDP owners (the participants) is always preserved. Importantly, the
goal is not to prepare the DDPs for public sharing, however, in the
unlikely event of a data breach, the individual research participants
should not be directly identifiable. Therefore, the de-identification
procedure introduced here should always be supplemented with other
security measures such as using a shielded (cloud)environment to
store the data and using privacy-preserving algorithms when analyzing
the data.

De-identification of data in the medical domain has extensively been
researched. Medical patient data, like electronic health records and
clinical notes, are increasingly used for clinical research. As imposed
by privacy legislations such as the US Health Insurance Portability
and Accountability Act (HIPAA) (12) and the GDPR, the privacy
of patients includede in these data has to be protected. Medical
data are therefore de-identified by removing all categories of pro-
tected health information (PHI) that are defined by the HIPAA.
PHI types typically found in medical data are person names and
initials, names of institutions, social security numbers and dates
(3; 4; 13; 14). Automatic de-identification approaches in the litera-
ture are either rule-based, machine learning based or a combination
of both, where machine-learning approaches show the best perfor-
mance (3; 13; 14). Scientific open-source de-identification tools are
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available such as DEDUCE (4) and Amnesia (15) as well as com-
mercial tools, such as Amazon Comprehend (5) and CliniDeID (6)
(7). Most automatic de-identification approaches are constrained to
English medical documents and little is known about their generaliz-
ability across languages or domains. Although neural networks have
shown good generalization performance compared to rule-based and
feature based approaches, a substantial decrease of performance has
to be expected when applying these out of the box to new languages
or domains (13).

User privacy in social media is an emerging research area and has
attracted increasing attention recently. To avoid privacy attacks,
like identity disclosure and attribute disclosure, publishers of so-
cial media data are obliged to protect users’ privacy by anonimizing
these data before they are published publicly (16). Anonymizing
social media data is a challenging task due to their heterogeneous,
highly unstructured and noisy nature (16). Commonly used statis-
tical disclosure control approaches (17; 1; 2; 15; 18) are designed for
relational and tabular data and cannot be directly applied to social
media data. In addition, PHI types that are common in medical
data are unlikely to be found in textual social media data. These
data rather contain person names, usernames or IDs, email addresses
and locations (19; 20), but in fact there is limited work on the types
of person identifying information (PII) that may be present in tex-
tual social media data and how these should be removed (20; 21).
Yet, removing such information has been shown to be far from suf-
ficient in preserving privacy since users’ identity or attributes may
be inferred from the public data available on social media platforms
(22; 23; 24; 16). Finally, social media data may also consist of visual
content. Many different types of both open source and commer-
cial software are available to identify and blur faces on images and
videos, such as Microsoft Azure (10), and Facenet-PyTorch (11).
However, modern image recognition methods based on deep learn-
ing have demonstrated that hidden information in blurred images
can be recovered (25).

Like social media data, DDPs are heterogeneous and unstructured
and are likely to contain the same types of sensitive information.
Yet, the limited de-identification approaches that are available for
social media data focus either on textual or visual content and the
presence of both types of information within one DDP poses a major
de-identification challenge (26). An important difference is that on
social media platforms information on large groups of users is widely
available, whereas DDPs are only available for a single individual.
The goal of this research is not to prepare the DDPs for public
sharing. DDPs will either be stored on the owner’s device or in a
shielded (cloud)environment and analyzed using privacy-preserving
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algorithms. In that sense, handling DDP’s is comparable to handling
medical data and we therefore assume that the risk of privacy attacks
is very low. However, for ethical reasons and in the unlikely event
of a data breach, DDPs should still be de-identified.

To summarize, we need a de-identification procedure that is able
to handle unstructured and heterogeneous data, and can de-identify
both visual and textual content within one procedure. It should be
able to recognize usernames as the primary identifier for natural per-
sons, while other types of PII, such as person names, phone numbers
and e-mail addresses, should also be accounted for.

3. Third, as mentioned already, the tool, in particular the im-
proved script, is tailored to a specific application, which limits its
scope and impact. It would be good to discuss how the proposed
improvements could also apply in other contexts, such as other so-
cial networks or applications. We now discuss in more detail why we are
convinced that the Instagram DDP is very representative to many other DDPs,
as they contain a wide scope of typical characteristics of a very diverse group
of DDPs. Therefore, many of the features included in our algorithm can be
used to de-identify DDPs of other platforms as well. We have restructured this
section in such a way that we now provide a table that illustrates how features
from DDPs of different platforms are also present in the DDP of Instagram. In
addition, we provide links to where and how the DDPs of the investigated data
controllers can be downloaded and make more clear which information is based
on the inspection of DDPs.

6 BackgroundData download packages

The aim of the software introduced in this paper is to enable researchers
to use DDPs for scientific research while preserving the privacy of
participants. In this section, we explain in more detail the specific
type of data that can be found in DDPs, define our aims in terms of
data protection in more detail and discuss relevant existing literature
and software.

6.1 Data Download Packages

Most large data controllers currently comply with the right of data
access by providing users with the option to retrieve an electronic
“Data Download Package” (DDP). This DDP typically comes as a
.zip-file containing .json, .html, .csv, .txt, .JPEG and/or .MP4 files
in which all the digital traces left behind by the data subject with
respect to the data controller are stored. The structure and content
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of a DDP varies per data controller, and even within data controllers
there are differences among data subjects. Data subjects may use
different features provided by the data controller and this is reflected
by their DDP, for example, if a data subject does not share photos
on Facebook, there will be no data folder with .JPEG files in the
corresponding DDP.

One particular characteristic of DDPs is that their content and
structure is often subject to change. For example, if a data subject
downloads the DDP at a data controller, and repeats this a month
later, differences may be found in the structure of the DDP. This can
have several causes. The most straightforward cause is that the data
subject generated additional data throughout this month. However,
other important factors also play a role. First, data controllers
can develop new features by which new types of data regarding
the data subject are collected. Second, other features are phased
out. Third, some data (for example search history) is only saved
for a limited amount of time and is destroyed by the data controller
after that period. In that case, it will also not be present in the
DDP anymore. At last, the GDPR is still relatively new and data
controllers continue to optimize the processes used to transfer the
relevant data to its subjects, leading to changes in the structure of
DDPs.

6.2 Instagram DDPs

As the software in this research project was initially developed to
de-identify Instagram DDPs, the structure of these DDPs has been
thoroughly investigated. Instagram DDPs come as one or multiple
zipfiles (depending on the amount of data available on the data
subject). The .zip-file contains a number of folders in which all
the visual content is stored, namely “photos”, “videos”, “profile”
and “stories”. The different folders refer to the different Instagram
features used by the data subject to generate the visual content.
For example, in the folder “profile”, a subject’s profile picture can
be found, while in the folder “stories”, visual content can be found
generated using the “stories” feature in Instagram, a form of ephemeral
sharing. All textual information is collected in a number of .json files.
Some of these files have a simple list structure. For example the file
“likes.json” lists all the ‘likes’ given by the subject, supplemented
with a timestamp and the username of the Instagram account to
which the ‘like’ was given. Files such as ‘connections.json’, ‘searches.json’
and ‘seen content.json’ have similar structures. Other files, such as
‘profile.json’ are typically shorter in size but have a more complex
structure, as they typically contain different auxiliary characteristics.
Other files with such a structure are for example ‘account history.json’,
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‘devices.json’ and ‘settings.json’. However, a substantial number of
files contains data that is less structured. Examples of such files are
‘comments.json’, ‘media.json’, ‘messages.json’ and ‘stories activities.json’.
Furthermore, data subjects at Instagram are not necessarily natural
persons. Data subjects at Instagram can be identified by a single
and unique Username. Typically, natural persons have individual
accounts with an accompanying username, but other institutions,
such as for example retail shops or bands can also have an individual
account with an accompanying username.

Most large data controllers currently comply with the right of data
access by providing users with the option to retrieve an electronic
DDP. This DDP typically comes as a compressed folder containing
text and/or media files in which all the digital traces left behind by
the data subject with respect to the data controller are stored. Table
4 shows that the content and structure of DDPs differs among data
controllers. Differences between DDPs from the same data controller
can also occur among data subjects and over time. These differences
may be caused by data subjects using different features provided by
the data controller or by the fact that the DDP is a snapshot of
the data collected by the data subject up to that point. However,
other important factors also play a role. First, data controllers can
develop new features through which new types of data of the data
subject are collected. Second, other features may be phased out.
Third, some data (for example search history) is only saved for a
limited amount of time and is destroyed by the data controller after
that period. In that case, it will also not be present in the DDP any-
more. Finally, the GDPR is still relatively new and data controllers
continue to optimize the processes used to transfer the relevant data
to its subjects, leading to changes in the structure of DDPs.

From Table 4 it can be concluded that the Instagram DDP con-
tains many features that can also be found in DDPs of other data
controllers. Common features are the presence of both text and/or
media files, the presence of both structured and unstructured text
and the presence of specific types of person identifying information
(PII). Therefore, an algorithm that is able to de-identify Instagram
DDPs also contains the features needed to de-identify many of the
DDPs of other data controllers. To summarize, the developed al-
gorithm is able to handle: To summarize, software to de-identify
Instagram DDPs should be able to handle:

• An ever changing file structure,

• both visual and textual content,

• different file formats,

• Files in highly structured and highly unstructured format and
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different variants in betweenfiles ranging from highly structured
to highly unstructured formats,

• Natural persons and other users which are identified by their
unique username.the masking of usernames of natural persons
or other users.

4. Fourth, the method used for de-identifying faces in media
(photos and videos), blurring, has been shown to be prone to re-
identification attacks (using deep learning) by McPherson et al.: https:

//arxiv.org/abs/1609.00408. As a consequence, I would use more ro-
bust methods for de-identifying faces in images and videos. This
could be a key novel contribution of the paper, which currently lacks
strong technical contributions. We are aware of this issue. However, we
believe that this currently meets the privacy preserving level that we aim for.
As we provide the software free and open source, and as it consists of various
modules for various types of de-identification, users can adapt certain modules
if interested, for example the de-identification method for faces in media. We
now make our aims in terms of privacy more explicit in the introduction

However, the data present in DDPs can be deeply private and po-
tentially sensitive. This poses a major challenge to using DDPs for
scientific research. Participants might not be willing to share this
sensitive data. However, researchers are often only interested in a
part of the DDP and do not need the sensitive data. Although
an interesting solution is to extract relevant features locally on the
device of the participant (27), this workflow is not suitable for all
research purposes. When, for example, an exploratory approach is
of interest, or when the aim is to develop or improve the perfor-
mance of an extraction algorithm, local extraction would limit the
analytic possibilities. In such situations, collection of the complete
DDP is desired, which requires challenges caused by the sensitivity
of the data to be overcome. An example of such a research project
is Project AWeSome (28), which collects complete Instagram DDPs
from research participants. The participants’ DDPs are stored in
a secured environment where they are de-identified using the de-
identification algorithm proposed in this manuscript. Only after the
sensitive information is adequately masked, can the DDPs be shared
with the applied researchers for substantive analyses.

and reflect on the potential improvements in the discussion section:

A last point of discussion considers the safety standards that are
currently adhered. We have clearly stated that the algorithm aims
to prepare the DDPs in such a way that they can be processed as any
other type of sensitive research data, supplemented with other mea-
sures such as using shielded (cloud) environments. If the researchers
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would like to share the data with others on a more flexible level, for
example the currently used blurring algorithm is not sufficient as it
can be prone to re-identification (25).

5. Besides, I encouraged the authors to proof-read their paper
and correct the numerous typos (incl. in subsections’ titles). We have
rewritten and restructured substantive parts of the manuscript, as well have
checked it by a native speaker.
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