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Abstract. With the rapid expansion of data, particularly in the form of data banks, numerous challenges have arisen, among
which the issue of imbalanced data has become increasingly prominent. Generally, three main approaches are used to address
imbalanced data, i.e., approaches at data-level, algorithm-level, and hybrid of both levels. The data-level approach, also known
as sampling techniques, is widely adopted because the approach does not depend on specific classifier. Evolutionary compu-
tation has become a popular method in the sampling process, referred to as evolutionary sampling techniques, as has been
effectively proven in various optimization tasks. Also, the imbalanced data issues are often related to data quality problems,
such as noise and class overlapping. However, to the best of our knowledge, no survey has been performed that focused on
evolutionary sampling techniques, particularly for handling noise and class overlapping problems. Hence, this paper presents a
systematic literature review, offering a comprehensive discussion on evolutionary sampling techniques that focus on addressing
noise and class overlapping problems. This survey identifies key challenges and opportunities, guiding future advancements in
handling imbalanced data with evolutionary sampling techniques.

Keywords: Data banks, imbalanced data, evolutionary sampling techniques, data quality problems, systematic review

1. Introduction

1.1. Motivation

Imbalanced data classification remains a crucial problem because the performance of the classifier is
frequently not satisfied due to a significant difference in sample sizes of classes[57, 58]. The problem
is commonly encountered in a wide range of real-world applications, such as churn detection [12, 94],
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financial fraud detection [84], medical diagnosis of cancer [80, 92], and internet or cyber attack detection
[5, 95].

Generally, classification methods tend to minimize training errors for all samples, often leading to
biased outcomes [53]. As a consequence, the minority classes are frequently misclassified due to their
smaller size, resulting in significant losses [9, 100]. Addressing imbalanced data is challenging due to
several data quality problems in these datasets, including noise, class overlapping, small disjunct, and
dataset shift [34, 60, 63, 73]. Therefore, it is crucial for researchers to have a comprehensive understand-
ing of imbalanced data characteristics, solution approaches, and future research opportunities.

In general, the approaches to address imbalanced data problems can be categorized into three levels,
i.e., data-level, algorithm-level, and the hybrid of both levels [22, 41, 58, 81]. The data-level approach,
also known as sampling or data preprocessing, has been widely utilized because the approach is indepen-
dent of the used classifier [9]. This approach addresses imbalanced data through over sampling [14, 23],
under sampling [32, 39, 51, 59, 64, 71, 95, 110], and hybrid sampling methods [10, 19, 60, 76, 91]. Even
though these sampling methods have successfully addressed several imbalanced data problems, these
methods still face numerous challenges in handling imbalanced data, particularly related to data quality
problems, such as noise, class overlapping, small disjunct, or dataset shift [85].

To address those challenges, those sampling techniques are commonly combined with other methods,
such as evolutionary computation (EC) algorithms [70]. The EC algorithms are known as optimization
methods that are inspired by natural phenomena such as biological evolution and animal swarm behavior
[6, 47]. Several EC algorithms are widely used in solving the optimization task, such as Genetic Algo-
rithm (GA) [45, 108], Particle Swarm Optimization (PSO) [6, 27, 82, 102], and Differential Evolution
(DE) [2, 46, 87]. By defining the sampling process as the optimization task, the implementation of EC in
the sampling techniques, which is referred to as evolutionary sampling techniques, has become popular.

Regarding the necessity to address the imbalanced data problem, several survey papers reviewed var-
ious approaches, including sampling techniques [11, 23, 34–36, 50, 63, 83, 90, 96]. However, these
studies do not cover evolutionary sampling techniques to address the imbalanced data classification, es-
pecially related to data quality problems. To date, only one survey paper by Pei et al. [70] discussed EC
algorithms that give more focus on the algorithm-level approach. Moreover, Pei et al. [70] do not discuss
how EC algorithms handle noise and class overlapping problems.

In this paper survey, we review the implementation of the evolutionary sampling techniques for ad-
dressing imbalanced data problems, especially those related to data quality problems, i.e., noise and class
overlapping. We also discuss individual representations for evolutionary sampling techniques, open is-
sues, and opportunities for future research.

1.2. Contributions

The main contributions of this survey paper are:

(1) Providing categorization of evolutionary sampling techniques for handling imbalanced data classi-
fication into three categories evolutionary sampling techniques for (1) handling general problems
of imbalanced data, (2) addressing noise problems, and (3) addressing class overlapping problems.

(2) Discussing the individual representations that are being used in evolutionary sampling techniques
for handling imbalanced data classification, both for general problems and specifically for handling
noise and class overlapping problems.
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(3) Discussing open issues and future research directions of evolutionary sampling techniques, includ-
ing data quality problems, the design of individual representations, and research objectives such as
training set selection, synthetic sample generation, and the optimization of sampling methods.

1.3. Paper organization

This survey paper is organized as follows: Section 2 presents the research methodology. Section 3
introduces the data quality problems in imbalanced data classification. Section 4 discusses the existing
studies on evolutionary sampling techniques for addressing data quality problems in imbalanced data
classification. Section 5 discusses individual representations in evolutionary sampling techniques, both
for general problems and specifically for handling noise and class overlapping problems. Section 6
presents the taxonomy, open issues, and future research directions of evolutionary sampling techniques
for handling imbalanced data classification, both for general problems and specifically for handling noise
and class overlapping problems. Finally, Section 7 concludes the survey.

2. Research Methodology

This chapter describes the research methodology used in conducting a systematic literature review
(SLR) that adheres to SLR guidelines derived from [101]. We conducted the SLR, which involves three
steps: (i) formulating research questions (RQs), (ii) applying search strategy and selecting relevant liter-
ature, and (iii) extracting and analyzing the selected literature [4, 16, 21, 28, 65, 72, 89, 103, 106]. The
process of SLR for this survey paper is shown in Fig. 1.

Fig. 1. Process of systematic literature review
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2.1. Research Question

The first and most critical step in conducting a systematic literature review (SLR) is the formulation
of research questions, as shown in Fig. 1. This step serves as the foundation of the SLR process, guiding
it toward its objectives. Hence, we defined three research questions, as presented in Table 1.

Table 1
Research Questions (RQs)

RQs Statements
RQ1 How are the evolutionary sampling techniques used to handle imbalanced data classification, both

for general problems and specifically for handling noise and class overlapping problems?
RQ2 How are the individual representations designed for evolutionary sampling techniques to handle

imbalanced data classification, both for general problems and specifically for handling noise and
class overlapping problems?

RQ3 What are the open issues and future research directions in developing evolutionary sampling tech-
niques to handle imbalanced data classification, both for general problems and specifically for
handling noise and class overlapping problems?

2.2. Searching and Selection Strategy

The second step of the SLR process involves conducting a literature search and applying a selection
strategy, as shown in Fig. 1. We performed a literature search in the Scopus repository using the fol-
lowing keywords: "(sampling OR balancing) AND (genetic OR evolutionary) AND imbalance AND
(supervised OR classification)". We applied inclusion criteria to select papers for review as follows:

• Year: 2005 until 2023
• Language: English
• Accessibility: Documents available in scopus.com (user access: Telkom University, Date of search:

20 November 2023)
• Document type: PDF

We also applied the following exclusion criteria: (1) papers that were inaccessible through the institu-
tion’s official account, and (2) papers whose content did not align with the use of evolutionary sampling
techniques. Initially, we retrieved 141 papers, but only 19 met both the inclusion and exclusion crite-
ria. The majority of the excluded papers were either inaccessible or involved the use of evolutionary
sampling techniques in areas beyond the sampling process, such as feature selection, algorithm-level
approaches, or as part of hybrid-level approaches.

Paul et al. [69] suggested using at least 40 papers as the minimum literature requirement for a sys-
tematic literature review. To meet the requirement, we manually added additional literature from Google
Scholar and applied the inclusion and exclusion criteria. We obtained 23 additional papers, and thus the
total number of papers reviewed in this survey is 42 papers. Then, the selected papers proceeded through
a quality assessment step for the content evaluation of the full-text papers, including background prob-
lems, objectives, methodology, experimental results, and future works [72].

Finally, we presented the literature quality of the selected papers based on documents by year, types,
and quartiles of articles as shown in Figs. 2, 3, and 4, respectively. Based on the distribution of documents
by year, the majority of the selected papers were published between 2021 and 2023. In terms of document
type, 71% of the selected papers were articles published in reputable international journals, with 80% of
them appearing in Q1 journals and 17% in Q2 journals.
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Fig. 2. Literature quality based on documents by year

Fig. 3. Literature quality based on document by types

Fig. 4. Literature quality based on quartiles of articles

2.3. Literature Extract and Result Analysis

After collecting and selecting the literature, we conducted an information extraction and paper review
to answer the three research questions (RQs), as shown in Table 1. The document of the review results
are publicly available in the data repository: https://doi.org/10.5281/zenodo.14553584

https://doi.org/10.5281/zenodo.14553584


6 F. Nhita et al. / A Comprehensive Review of Evolutionary Sampling Techniques

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

3. Data quality problems in imbalanced data classification

Imbalanced data refers to a condition in a dataset where the number of a class sample significantly
differs from the number of another class sample [53]. In the binary case, the class with a greater number
of samples is called the majority class, while the class with a smaller number of samples is called the
minority class [54]. The degree of imbalance condition in binary classification can be represented by the
imbalance ratio (IR), as formulated in Eq. 1 [22, 53, 74],

IRbinary_class =
Nmaj

Nmin
(1)

where Nma j and Nmin represent the number of samples in the majority and minority classes, respectively.
A dataset is considered imbalanced if the IR value is greater than 1.5 [75].

The imbalanced ratio is a general problem in imbalanced data classification. However, several data
quality problems also complicate classification tasks, such as noise, class overlapping, small disjunct,
and dataset shift [34, 60, 63, 73].

3.1. Noise

The noise problem indicates the presence of noisy samples within the safe areas of other classes [77].
This disrupts classification performance, potentially reducing accuracy due to misclassification errors.
An illustration of the noise problem is shown in Fig. 5.

Fig. 5. Noise problem illustration

3.2. Class overlapping

Class overlapping occurs when samples from different classes mix in certain areas of the data repre-
sentation, as illustrated in Fig. 6 [73]. This problem can be detected by using Fisher’s discriminant ratio
(F1) parameter. The smaller the F1 value, the greater the overlap condition in the dataset [63].

3.3. Small disjunct

The small disjunct condition occurs when minority samples are encapsulated within the majority class,
as illustrated in Fig. 7 [77]. This condition poses a particular challenge that needs to be addressed by
specific treatment [23].
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Fig. 6. Class overlapping illustration

Fig. 7. Small disjunct illustration

3.4. Dataset shift

The dataset shift condition occurs when the distribution of data changes between the train and test
sets. This condition leads to a decrease in classification performance on the test set. The illustration of
the dataset shift condition is shown in Fig. 8 [34].

Fig. 8. Dataset shift illustration

4. Evolutionary sampling techniques for handling data quality problems in imbalanced data
classification

This section answers the first research question by discussing the implementation of evolutionary
sampling techniques for handling imbalanced data classification, both general problems and specific
problems on noise and class overlapping issues.
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4.1. Evolutionary sampling techniques for handling general imbalanced data problem

This first subsection discusses the reviewed studies that address general imbalanced data problems by
focusing on balancing the sample sizes of majority and minority classes without addressing data quality
problems, such as noise and class overlapping. In [29], proposed a wrapper-based random oversam-
pling (WRO) method with GA to address imbalanced data issues. The wrapper-based approach has the
advantage of utilizing feedback from the classifier during the over sampling process, ensuring that the
generated synthetic data has been evaluated and improving classifier performance.

Sanguanmak and Hanskunatai [78] proposed the GA-DBSCAN-SMOTE (GADBSM) algorithm to
address the limitations of the DBSM algorithm introduced in their previous study [79]. The results
showed that incorporating GA into the optimization process significantly improved the performance
of the DBSM algorithm. Ha and Lee [33] identified shortcomings in the under sampling process of the
NearMiss and Similarity-based under sampling methods, prompting them to propose Genetic Algorithm-
based Under Sampling (GAUS) for selecting informative majority samples.

Stanovov et al. [86] proposed a hybrid fuzzy evolutionary-based adaptive instance selection method,
abbreviated as HEFCA, to select optimal train set samples. The goal of the HEFCA method is to adjust
the sample selection probability so that the classification algorithm focuses on samples that are difficult
to classify. In [44], GA was combined with SMOTE (GASMOTE) to address an issue in SMOTE related
to uniform sampling rate for each sample in the minority class. The uniform sampling rate led to poor
performance because each sample has a different contribution to the sampling process. Therefore, the
GASMOTE method enhances the effectiveness of SMOTE by optimizing sampling rates for each sample
in the minority class. Then, the optimized sampling rates were used to generate synthetic samples.

Jain et al. [42] proposed the Optimized Evolutionary Under Sampling (OEUS) method by optimizing
the under sampling process using GA. They designed a new fitness function that assigns greater weight
to sensitivity metrics than specificity. Ma et al. [62] proposed the Evolutionary Safe-level Synthetic Mi-
nority Over-sampling Technique (ESLSMOTE) that was derived from the Safe-level Synthetic Minority
Over-sampling Technique (SLSMOTE), a SMOTE variant that generates synthetic samples in safe-level
areas. ESLSMOTE generates synthetic samples in the areas that were dominated by nearest neighbors
of minority samples. By using evolutionary computation, ESLSMOTE optimizes two main parameters
of SLSMOTE consist of the number of nearest neighbors for the sampling process (k) and the number
of nearest neighbors for calculating the safe-level process (c).

In [8], the GA algorithm was utilized for over sampling process to generate synthetic minority samples.
The proposed method utilized Mahalanobis Distance (MD) to calculate the diversity measurement of
minority samples, which differentiates it from other over sampling methods that primarily use Euclidean
distance. Bui et al. [13] proposed a Cooperative Co-Evolutionary Software Defect Prediction (COESDP)
framework. COESDP consists of three main stages, i.e., the balancing process using SMOTE-ENN
hybrid sampling, sample selection optimization through a multi-population cooperative co-evolutionary
approach (MPCA), and classification using ensemble learning. In the MPCA stage, GA is employed to
drive the evolutionary process. The results showed that the multi-population approach achieved better
classification performance compared to single-population methods in GA, PSO, and DE. However, the
simultaneous evolution of multiple individuals adds complexity to the fitness value calculation, as it
involves combining the best individuals from several sub-populations.

Jain et al. [43] proposed two methods consisting of GA-based undersampling and a multi-objective
genetic algorithm (MOGA). The first method, GA-based undersampling, utilizes a fitness function that
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incorporates different weights for sensitivity and specificity, determined through a trial-and-error pro-
cess. The second method, MOGA, enhances the performance of the first proposed method by optimizing
the weight for both sensitivity and specificity. MOGA outperformed GA-based undersampling, indicat-
ing that MOGA can deliver superior classification performance for the minority class without sacrificing
the performance of the majority class.

PSO algorithm is also widely used to address imbalanced data issues. In [102], a binary PSO (BPSO)
was proposed to address imbalanced data issues in medical and biological datasets. This method focuses
on selecting optimal samples from the majority samples, which are then concatenated with the minority
samples to form a balanced dataset. García-López et al. [27] developed a PSO-based undersampling
method that utilizes both wrapper and filter approaches. This study employed PSO to generate optimal
balanced datasets, focusing on a comparative analysis of the wrapper and filter approaches as fitness
functions.

Hu et al. [37] proposed an integrated SMOTE and PSO-based under sampling method to address the
limitations of each method and to reduce the risk of variability. The proposed method applies SMOTE
followed by PSO-based under sampling. SMOTE is used to over sampling the minority samples, while
PSO is employed to under sampling the majority samples. The results showed that the hybrid sampling
SMOTE and PSO performed significantly better compared to over sampling or under sampling ap-
proaches in most cases. Idris et al. [40] proposed an ensemble classification approach based on genetic
programming dan AdaBoost where a fixed number of GP programs evolve per class in each iteration.
To address the issue of imbalanced datasets, particle swarm optimization (PSO) based under sampling
method is employed. This method selects discriminative samples from the majority class and combines
them with samples from the minority class to create a balanced train set.

J. Li et al. [55] proposed three methods consisting of Swarm Dynamic Multi-Objective Rebalancing
Algorithm (SDMORA), Swarm Instance Selection based on Swarm Dynamic Multi-Objective Rebalanc-
ing algorithm (SIsb-SDMORA), and Swarm Adaptive Clustered based Swarm Dynamic Multi-Objective
Rebalancing algorithm (SaCb-SDMORA). The first method, SDMORA, utilized PSO algorithms to ob-
tain optimal values for two SMOTE parameters, i.e., the over sampling rate (N) and the number of neigh-
bors (K). SDMORA employs three objective functions i.e., accuracy, Kappa statistics, and balanced error
rate. SDMORA focuses on the over sampling process, while the second method, SIsb-SDMORA, is in-
tegrated under sampling concepts with SDMORA, and the third method, SaCb-SDMORA, combines
over sampling and under sampling.

Almomani et al. [6] proposed an evolutionary machine learning approach by utilizing binary particle
swarm optimization (BPSO) to simultaneously optimize the parameters involved in the process, consist-
ing of the features of datasets, parameters of the sampling methods, and parameters of the classification
methods. The parameters of the sampling methods include the number of nearest neighbors and the sam-
pling ratio. The study found that the best results were achieved using the SMOTE method, indicating
that the optimizations performed by BPSO can be effective with SMOTE.

Shaw et al. [82] identified that over sampling and under sampling methods such as SMOTE and
ENN have limitations, especially when dealing with datasets that have nominal features and are highly
imbalanced. To address this challenge, they proposed a hybrid method, which combines Particle Swarm
Optimization (PSO) and Ring Theory-based Evolutionary Algorithm (RTEA), abbreviated as RTPSO.
The proposed method produced better performances on high-dimensional datasets compared to SMOTE
because the synthetic samples are generated from variations of an original minority sample.

Differential Evolution (DE) is another optimization method frequently employed to address issues
related to imbalanced data. DE has been utilized in several studies to tackle challenges associated with
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SMOTE, as it is considered effective in overcoming SMOTE’s limitations. In [2], DE is utilized to op-
timize SMOTE parameters. The proposed method, SMOTUNED, optimizes three key SMOTE param-
eters: the number of neighbors (k), the percentage of synthetic samples generated (m), and the distance
function used (r). SMOTUNED explores various values for these parameters (k, m, r) across different
datasets to maximize SMOTE’s performance. The results emphasize that tuning SMOTE’s parameters
is crucial to identifying the best settings for each dataset.

The DE algorithm is also directly developed as an over sampling method, as demonstrated by [46],
who designed a new oversampling method named Differential Evolution Based Oversampling approach
for Highly Imbalanced Datasets (DEBOHID). This method employs the differential evolution algorithm
to generate new candidate solutions in the oversampling process for highly imbalanced datasets. Further-
more, [49] implemented sixteen DE strategies for over sampling, with DEBOHID being one of them.

Another EC algorithm used to optimize parameters in over sampling methods is presented in [38],
where an adaptive SMOTE was proposed by utilizing the state transition algorithm (STA) to optimize
the best parameter pairs for SMOTE, such as the oversampling rate (N) and the number of nearest
neighbors (k). Tao et al. [93] proposed the Evolutionary Synthetic Oversampling Technique (ESMOTE),
which employs evolutionary strategies (ES) to optimize the over sampling ratio and the number of neigh-
bors of SMOTE. These two parameters are crucial for generating synthetic minority samples. The over
sampling ratio determines how many minority samples need to be synthesized to achieve balance, while
the number of neighbors indicates how many nearest neighbors should be considered when generating
synthetic minority samples.

García et al. [26] proposed Evolutionary Prototype Selection (EPS) to maximize accuracy and reduce
the number of majority class samples. The EPS was performed by defining two scenarios based on two
evolutionary methods i.e., Cross-generational elitist selection, Heterogeneous recombination, and Cat-
aclysmic mutation (CHC) and Population-Based Incremental Learning (PBIL) for the under sampling
process. This study designed a new fitness function based on the geometric mean and a penalization
factor. The penalization factor is applied to the fitness function to ensure that the number of samples
selected from each class remains balanced.

In a subsequent study, [25] designed the Evolutionary Undersampling (EUS) method to address im-
balanced data problems. EUS employs evolutionary algorithms to select the majority samples. The study
proposed eight experimental schemes according to objectives, selection schemes, and performance met-
rics. One of the proposed methods is EUS-CHC. The primary objective of this study was to evaluate
the effectiveness of EUS methods in addressing the class imbalance problem. The concept of the EUS
method has inspired other researchers to develop other EC methods in under sampling process such as
[24, 52, 88].

On the other hand, Vluymans et al. [98] proposed an Evolutionary Prototype Reduction based En-
semble for Nearest Neighbor classification of Imbalanced Data (EPRENNID) to address the issues of
imbalance and overfitting in the training process. The term prototype in this study represents samples in
the general term. The proposed method focused on the under sampling process of the majority samples
and allowed for the reduction of minority noise samples.

Table 2 summarizes several studies of evolutionary sampling techniques for handling general imbal-
anced data problems.

4.2. Evolutionary sampling techniques specifically addressing noise problem

This subsection discusses the reviewed studies that address imbalanced data problems while simul-
taneously giving special attention to noise issues. Abdouli et al. [1] proposed NCL+ to address the
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Table 2
Overview of evolutionary sampling techniques for handling general imbalanced data problems

No Year Literature Proposed method Evolutionary algorithm(s)
1 2006 [26] Evolutionary Prototype Selection CHC, PBIL
2 2009 [102] BPSO PSO
3 2009 [25] EUS CHC, IGA
4 2012 [27] PSO with wrapper and filter metric PSO
5 2012 [29] WRO GA
6 2013 [24] EUSBoost CHC
7 2016 [33] GAUS GA
8 2016 [98] EPRENNID DE, SSMA
9 2016 [44] GASMOTE GA
10 2016 [78] GADBSM GA
11 2016 [86] HEFCA IS GA
12 2017 [42] OEUS GA
13 2018 [37] SMOTE-PSO PSO
14 2018 [18] Autoencoder-PSO PSO
15 2018 [2] SMOTUNED DE
16 2018 [88] EUS-bag GA
17 2019 [40] GP-AdaBoost learning and PSO un-

dersampling
PSO

18 2020 [38] STA-SMOTE STA
19 2021 [82] RTPSO PSO
20 2021 [52] EUSC CHC
21 2021 [93] ESMOTE-CEM ES
22 2021 [46] DEBOHID DE
23 2021 [49] Boosting DE DE
24 2021 [6] SMOTE-tBPSO-SVM PSO
25 2021 [62] ESLSMOTE GA
26 2021 [55] Swarm Dynamic Multi-Objective Re-

balancing Algorithm
PSO

27 2022 [8] genetic algorithm-based oversam-
pling

GA

28 2022 [13] Cooperative Co-Evolutionary Soft-
ware Defect Prediction

GA

29 2023 [43] GA-based undersampling and multi-
objective genetic algorithm

GA

limitation of the NCL algorithm by removing unwanted samples using CHC. Neighborhood cleaning
rule (NCL) is one of the under sampling algorithms, proposed by Laurikkala [51]. Unlike NCL, which
uses 3-NN in the under sampling process, NCL+ employs CHC for sample selection.

In [30], a Genetic Algorithm (GA) was used to identify a set of suspicious noise samples. After remov-
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ing noise, adaptive sampling weights were calculated for each minority sample based on its proximity to
the decision boundary, helping to address class overlapping. For these weights, samples closer to the de-
cision boundary were assigned higher weights. The weights represented the probability of each sample
being used for generating synthetic samples. Then, k-means clustering was applied to the minority class
to create several clusters, within which synthetic samples were generated using SMOTE. The fitness
function utilized was the geometric mean metric, calculated with k-NN and decision tree classifiers.

Junnan Li et al. [56] proposed the SMOTE-NaN-DE method, which combines SMOTE, Natural
Neighbors, and Differential Evolution to balance data with less noise and borderline issues that com-
monly occur in SMOTE and its variants. The SMOTE-NaN-DE process begins with synthetic sample
generation using SMOTE, followed by the detection of noise and borderline samples using Natural
Neighbors. Finally, an optimization process with DE is conducted to maintain the balance of data ra-
tios without removing samples detected as noise and borderline. However, DE improves these noise and
borderline samples so that they can still contribute to classification and maintain data balance. This is
the unique aspect of the SMOTE-NaN-DE method compared to others, which typically remove noise or
borderline samples directly.

Z. Zhang and Li [107] proposed the Synthetic Minority Oversampling Technique based on Adaptive
Local Mean Vectors and Improved Differential Evolution (SMOTE-LMVDE) to address the issue of
overgeneralization that occurs when synthetic samples are noisy. SMOTE-LMVDE consists of three
main stages: 1) noise detection using adaptive local mean vectors, 2) noise modification using differential
evolution, and 3) an interpolation process to generate synthetic samples of the minority class. In the
second stage, suspected noise are not removed but rather improved. The DE process involves a random
difference between the suspicious noise and one of its nearest neighbors with the same class until the
suspicious noise can be correctly classified by its nearest normal neighbor.

J. Zhang et al. [105] proposed SS_DEBOHID (Safe Set-based Differential Evolution on the Highly
Imbalanced Dataset), which combines k-nearest neighbors (k-NN) and DE. This method addresses the
weakness of the DEBOHID method in reducing noise during the synthetic minority sample generation
process. DEBOHID generates synthetic samples across all minority samples, while SS_DEBOHID fo-
cuses on generating synthetic samples only within the safe area. The safe area is defined as the region
dominated by minority samples, not within areas dominated by majority samples or the boundary regions
between the two classes. This method employs two main stages: firstly, implementing k-NN to select mi-
nority samples in the safe area, where synthetic samples will be generated; and secondly, implementing
DEBOHID to generate synthetic minority samples.

In [3], the Genetic-Novelty Oversampling Technique (GNOT) was proposed to generate synthetic
minority samples. This method was introduced due to SMOTE’s limitations in handling data with high
imbalance ratios and outliers. The first step of GNOT is determining the outlier by using the Local
Outlier Factor (LOF) to ensure that outlier samples are not selected in generating synthetic samples.
The second step is generating synthetic minority samples according to the GA procedure. The crossover
process in GNOT consists of two variants, i.e., GNOT (B) which uses barycentric crossover, and GNOT
(L) which uses linear crossover. The use of barycentric crossover is an advantage of GNOT, as it ensures
that the generated synthetic samples are located within the minority class region and in areas that are
easily distinguishable from the majority class. This differs from the linear method, which may produce
samples that are further from the original region, making it less effective in improving the representation
of the minority class.

Wang et al. [99] proposed the natural neighbors-DEBOHID (NaN-DEBOHID) method to address
the weakness of DEBOHID in handling noise. The main objective of this method is to identify better
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samples for synthetic sample generation and then remove noise from the new minority samples. The key
difference between this method and DEBOHID is the process of identifying the natural neighbors of
minority samples, which determines which samples will be used to generate synthetic samples (dense
samples) and which are outliers to remove. The removal of outlier samples occurs after the synthetic
samples are generated.

Z.-L. Zhang et al. [108] proposed an overproduce-and-choose synthetic example generation strat-
egy based on evolutionary computation, called ESMOTE. The method comprises two stages to address
SMOTE’s issues, particularly the potential introduction of noise in the interpolation results. In the first
stage, overproduction is performed using a modified SMOTE with a Gaussian distribution. During this
stage, samples from both the minority and majority classes are selected to generate synthetic samples
through SMOTE interpolation. In the second stage, the synthetic samples generated by SMOTE are
selected using the CHC algorithm. The results demonstrate that ESMOTE’s classification performance
significantly outperforms SMOTE, SMOTE-Tomek Link, GA-SMOTE, and other comparative sampling
methods.

Table 3 summarizes reviewed studies of evolutionary sampling techniques specifically addressing
noise problems.

Table 3
Overview of evolutionary sampling techniques specifically addressing noise problem

No Year Literature Proposed method Evolutionary algorithm(s)
1 2015 [1] NCL+ CHC
2 2021 [56] SMOTE-NaN-DE DE
3 2021 [30] GA-SMOTE GA
4 2022 [107] SMOTE-LMVDE DE
5 2023 [105] SS_DEBOHID DE
6 2023 [3] GNOT GA
7 2023 [99] NaN-DEBOHID DE
8 2023 [108] ESMOTE CHC

4.3. Evolutionary sampling techniques specifically addressing class overlapping problem

This section explores the reviewed studies that tackle imbalanced data issues while also focusing on
class overlapping problems. Luengo et al. [61] focused on the implementation and analysis of data com-
plexity metrics to evaluate the performance of sampling methods. This study found that only three mea-
surements were the most informative i.e., F1 (maximum Fisher’s discriminant ratio), N4 (non-linearity
of the 1NN classifier), and L3 (non-linearity of the linear classifier by LP). This study implemented
several sampling methods such as EUS-CHC [25] and SMOTE approach. The results indicated that
EUS-CHC is more robust than the SMOTE approach in most cases. However, EUS-CHC has a notable
drawback in terms of higher computational time complexity.

Zhu et al. [109] focused on removing the major samples in overlapping areas by eliminating samples
in the overlapping region. Detection of overlapping samples is conducted by determining k-NN (k=1) for
each majority sample. An evolutionary process using the CHC algorithm was performed on the samples
of the majority class to decide whether the overlapping samples were to be selected or not. Then, the over
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sampling process was conducted using random over sampling (ROS) outside the evolutionary process.
ROS was chosen to avoid generating new synthetic minority samples that may form new overlaps. The
results showed that selecting ROS provided better classification performance compared to using no over
sampling or SMOTE.

AlShourbaji et al. [7] proposed a novel method called HEOMGA, which combines the Heterogeneous
Euclidean-Overlap Metric (HEOM) with a Genetic Algorithm (GA). This method aims to generate better
synthetic samples from the minority class by using HEOM as the fitness function. HEOM measures the
distance between minority samples and is considered more effective in handling diverse attributes, such
as nominal and categorical data, compared to the commonly used euclidean distance metric. This method
enables the selection of appropriate minority samples as input in the GA crossover process, resulting in
more representative synthetic samples and reducing issues of overlapping and overfitting. This process
is repeated until the number of minority samples in the current population is similar to the number of
majority samples in the original dataset.

Gong et al. [31] proposed the Tomek link with genetic algorithm in the under sampling process
(TEUS). This method was developed to address the issues of imbalance and overlapping by eliminating
majority samples according to information contribution and overlap potential. TEUS consists of three
steps, i.e., majority sample attribute estimation using the Tomek link, majority subgroup division, and
under sampling process using genetic algorithm (GA).A subgroup is a set of majority samples that have
similar values in terms of information contribution and overlap potential. Chromosome representation
in GA uses an integer, where the value of each gene corresponds to a specific subgroup. TEUS applies
GA to select samples from these subgroups and concatenate them with the minority samples.

Soltanzadeh et al. [85] addressed the issues of imbalance and class overlapping by conducting un-
der sampling process using several EC algorithms to optimize the selection of majority samples. The
proposed approach implemented three EC algorithms i.e., artificial bee colony (ABC), PSO, and GA.
To evaluate the proposed approach, experiments were conducted on three types of datasets: synthetic
datasets, real-world datasets, and large high-dimensional datasets. The results indicated that the ABC
algorithm outperformed both PSO and GA. However, the experiments also showed that the proposed
approach was not sensitive to the specific EC algorithm used.

One study by Junnan Li et al. [56] addresses both class overlapping and noise problems, as discussed in
the previous subsection on noise problems. Therefore, they will not be discussed again in this subsection.
The overview of evolutionary sampling techniques specifically addressing class overlapping problems
in imbalanced data classification is shown in Table 4.

Table 4
Overview of evolutionary sampling techniques specifically handling class overlapping problem

No Year Literature Proposed method Evolutionary algorithm(s)
1 2011 [61] EUSCHC CHC
2 2020 [109] EHSO CHC
3 2021 [7] HEOMGA GA
4 2021 [56] SMOTE-NaN-DE DE
5 2022 [31] TEUS GA
6 2023 [85] Meta-heuristic methods ABC, PSO, GA
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5. Individual representation of evolutionary sampling techniques

This section addresses the second research question concerning the individual representation of evo-
lutionary sampling techniques, both for general problems and specifically for handling noise and class
overlapping problems. Designing the individual representation is crucial to ensuring the effective oper-
ation of of evolutionary sampling techniques [25, 44, 62, 88].

The individual representation varies based on the used specific evolutionary algorithm and is related
to the research objectives. Individual representation acts as a representation of candidate solutions, also
known as solution representation in general, or chromosome representation in the context of genetic
algorithms (GA) [8, 62, 88]. In this subsection, we elaborate the design of the individual representations
of evolutionary sampling techniques into four types, i.e., binary, integer, real-valued, and combined
representations.

Binary representation, where 0 indicates elimination and 1 indicates selection is frequently used in
the reviewed studies, as designed in [85], [30], [18], [26], [25], [61], [24], [88], [52], [33], [42], [13],
and [43]. Binary chromosomes were encoded with majority samples in overlapping regions, where 1
represents retained samples and 0 represents eliminated samples in [109]. Binary representation was
represented by selected majority and minority samples in [98], while binary strings were used to repre-
sent majority samples as particles in [37]. Binary representation for two parameters of sampling methods
designed in [62]. Binary chromosomes consist of minority samples used to generate new minority sam-
ples in [7]. Each gene in chromosomes encoded synthetic SMOTE minority samples for selection using
binary representation in [108]. The SMOTE parameters to be optimized include the number of neighbors
and the over sampling ratio in [6]. The number of neighbors of the SMOTE parameter is represented by
four binary digits, corresponding to a decimal value between 0 and 15, reflecting the binary range from
0000 to 1111. Meanwhile, the over sampling ratio is represented by six binary digits, corresponding to
a float value between 0.0 and 0.63, reflecting the binary range from 000000 to 111111.

In integer representation, the chromosome representation for fuzzy rules in [86] is represented as an in-
teger string ranging from 0 to 14, which corresponds to fuzzy sets. Target vectors represented suspicious
examples in integer value in [56]. Chromosomes were encoded with integers representing subgroups
of majority samples for selection in [31]. Chromosomes represent integer values corresponding to the
sampling rate of SMOTE for each minority sample in [44].

In real-valued representation, the chromosome representation consists of real numbers that indicate
the minority samples selected for generating synthetic samples in [3]. Candidate solutions were repre-
sented by real-valued of three SMOTE parameters: k, m, and r in [2]. Studies on the DEBOHID method
and its extensions have utilized real-valued vector representations for candidate solutions [46], [49],
[105], [99]. Real-valued candidate solutions were represented as the area of minority samples for gener-
ating synthetic samples in [29]. The individual representation uses a real-valued type of two optimized
SMOTE parameters in [38]. The individual representation is a real-valued decision vector involving mul-
tiple SMOTE parameters in [93]. The solution representation was represented with a real-valued vector
for optimizing the two SMOTE parameters [55]. Each suspicious sample, identified as noise, is repre-
sented as a set of real-valued vectors in [107]. real-valued representation representing majority samples
in [82], [102], [27], [40]. The individual representation is designed as samples of real-valued or integer
representation in [8].

In combined representation, DBSM parameters were optimized using chromosomes composed of sub-
chromosomes A, B, C, and D, with a total of 23 bits, including both binary and real values [78].
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Fig. 9. Taxonomy of evolutionary sampling techniques

6. Open issues and future research direction

This section answers the third research question concerning the open issues of evolutionary sampling
techniques and explores potential future research directions. We presented a taxonomy derived from the
reviewed studies, into four categories i.e., data quality problems, individual representations, research ob-
jectives, and the evolutionary algorithms utilized, as illustrated in Fig. 9. Based on this taxonomy, several
open issues and future research directions are discussed, including data quality problems, the design of
individual representations, training set selection, synthetic sample generation, and the optimization of
sampling methods.

6.1. Data quality problems

Addressing imbalanced data issues involves more than just balancing the number of samples between
classes, as represented by the imbalance ratio. It also requires thorough consideration of the data quality
problems that accompany the imbalanced data problem. Furthermore, our experimental study shows that
the imbalance ratio does not sufficiently capture the complexity of the classification process [66, 67].

As shown in Tables 3 and 4, eight reviewed studies focus on addressing noise problems, while six
studies focus on class overlapping problems. Only one study address both noise and class overlapping
issues. These findings suggest that noise and class overlapping problems frequently accompany im-
balanced data issues, requiring specific treatment. Conversely, no studies were found on evolutionary
sampling techniques specifically addressing small disjunct and dataset shift, presenting an interesting
challenge for future research.

6.2. Individual representation

Binary representation is the most commonly used for designing individual representations, possibly
due to its ease of decoding from genotype to phenotype. This suggests an opportunity to explore design
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using alternative types of individual representations, while still aligning with the research objectives. In
addition, based on Tables 2, 3, and 4, we identified three frequently used evolutionary algorithms i.e.,
GA, PSO, and DE, applied in 18, 9, and 9 studies, respectively. This indicates the effectiveness of GA in
evolutionary sampling techniques for handling imbalanced data, particularly addressing noise and class
overlapping issues.

6.3. Training set selection and synthetic samples generation

The reviewed studies of evolutionary sampling techniques employed various research objectives, in-
cluding training set selection and synthetic sample generation. There are twenty-six studies focused on
training set selection, while only eight studies focus on synthetic sample generation. This highlights open
research opportunities for generating synthetic samples directly using evolutionary sampling techniques.

The process of synthetic sample generation is still predominantly conducted using SMOTE, which is
then optimized by evolutionary algorithms. Furthermore, optimizing synthetic samples generated by
methods other than SMOTE is also a potential area for exploration. In addition, hybrid techniques
present opportunities for future research by combining evolutionary sampling techniques with other
non-evolutionary sampling methods.

6.4. Optimization of sampling methods

Evolutionary sampling techniques play a crucial role in optimizing parameters in sampling methods.
Among the reviewed studies, six studies focus on optimizing SMOTE parameters. The commonly opti-
mized SMOTE parameters include the sampling ratio for each sample, the number of neighbors, and the
percentage of synthetic samples generated.

On the other hand, there are two studies that focus on optimizing the other sampling methods. The
first study optimized the SLSMOTE method by adjusting the number of nearest neighbors for both
the sampling process and the safe-level calculation [62]. The second study optimized the DBSCAN
method for two parameters i.e., the cluster radius and the minimum number of neighbors within a cluster
[78]. This presents an opportunity for future research to develop evolutionary sampling techniques for
optimizing sampling methods other than SMOTE.

7. Conclusions

This survey paper provides a comprehensive review of evolutionary sampling techniques for handling
imbalanced data problems, specifically addressing noise and class overlapping issues. This is crucial
because most real-world datasets face these challenges. We presented an overview of several studies that
implement evolutionary sampling techniques both for general problems and specifically for handling
noise and class overlapping problems. This survey revealed that most studies focus on evolutionary
sampling techniques for handling noise and class overlapping problems, while studies on evolutionary
sampling techniques for addressing small disjunct and dataset shift remain underexplored.

We have also discussed aspects of individual representations in evolutionary sampling techniques.
Most studies have utilized binary representation for individual representations, which is also related to
GA, the most commonly used evolutionary sampling technique. Based on research objectives, the imple-
mentation of evolutionary sampling techniques to generate synthetic samples and optimize parameters
for sampling methods other than SMOTE remains rare. Finally, we present a taxonomy and discuss open
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issues and future research directions for evolutionary sampling techniques, individual representations,
training set selection and synthetic sample generation, and optimization of sampling methods.
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