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Abstract. Threshold Cryptography (TC) is a security technique that divides a secret into multiple pieces, with the original secret 

only being recoverable when a certain minimum number of these pieces are combined together. This approach boosts security by 

preventing a single point of failure. In blockchain technology, applying TC enhances security by spreading out cryptographic key 

management responsibilities, thus reducing vulnerability to attacks. To further strengthen blockchain systems, we propose 

Threshold cryptography using smart contract. Smart contract can ensure accurate execution of the protocol and allow participation 

from random users, incentivizing honest behavior. The TC protocol integrates generateProof and reconstructSecret protocol 

functions based on zk-STARKs, a technology that cut down transaction costs and remove the processing tasks off-chain. With this 

setup, smart contracts only verify computation accuracy, lightening the load on the blockchain network. 
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1. Introduction 

 

Threshold cryptography allows multiple users to work together on cryptographic tasks without needing a 

central authority [1]. Unlike traditional systems that depend on a trusted third party, threshold cryptography 

shares trust among all users. In this setup, a group of users can jointly create a private key that they all own 

a part of, without any one user knowing the complete key. Over the last twenty years, research on Threshold 

cryptography protocols has attracted considerable interest, as explained in Section 3B. The growing 

fascination with blockchain technology has led to new possibilities and progress in this field. 

Blockchain technology isn't just about cryptocurrencies like Bitcoin [2]; it's used in many different areas 

[3,4]. More advanced versions, like Ethereum, can run smart contracts – predetermined programs stored in 

the blockchain. Because they're decentralized, blockchains work well for tasks like reaching agreements, 

generating random outcomes, and creating secure signatures using complex cryptographic methods 

involving multiple parties 
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TC protocols are crucial in blockchain technology, especially in smart contracts, which can improve these 

protocols. Typically, users who misbehave in such protocols are just removed without any consequences. 

This lack of accountability could encourage attacks on the protocol. However, our paper investigates how 

smart contracts can improve the quality of the TC protocol by increasing user engagement through the use 

of crypto-economic incentives. This encourages users to be honest when executing the protocol. 

Moreover, it's important for outside parties to confirm that a specific public key meets the requirements 

of the TC protocol and is linked to a specific group of contributors who jointly created the key. While those 

involved in the system can easily check this, it presents a challenge for those not familiar with the protocol. 

As a result, we're looking into using contract to guarantee the proper application of the threshold 

cryptography and to offer a clear overview of the actions performed by each user. 

Using smart contracts can sometimes create extra work, but there are ways to make it easier. One method 

is called Secure Multiparty Computation with zkProofs (ZKPs). Instead of performing all the calculations 

directly on blockchain [6], the smart contract can be tested with minimal costs, thereby increasing the speed 

of transactions. Another helpful technique is threshold cryptography. This spreads out the cryptographic 

work among several parties, which means each smart contract doesn't have to do as much on its own. This 

makes it easier to handle complicated tasks while still keeping everything secure and private. 

Therefore, we propose a new cryptographic protocol TC using smart contracts. These contracts help users 

to carry out various stages of the protocol smoothly by managing the process. Instead of direct 

communication, the blockchain acts as the medium for exchanging information, removing the need for users 

to connect directly. Additionally, the smart contract includes a simple way to handle disputes by using 

Secure Multiparty Computation (SMPC) with zk-STARKs. This allows for penalties, like reducing 

collateral, in case of wrongdoing, ensuring accountability among users. We define the details of the protocol 

and build a basic version for a blockchain-based EVM. We also investigate the costs associated with 

implementing the contract, the efficiency and memory usage for proof creations. 

The paper is structured like this: Chapter 2 related work, while Chapter 3 gives background information 

and explains the basic ideas. In Chapter 4 we introduce the protocol, followed by a detailed description of 

its implementation in Chapter 5. Chapter 6 presents our assessment of the protocol. In end the Chapter 7, 

we conclude the paper 

 

2. Related Work 

 

Investigation on Threshold cryptography protocols has gained considerable attention in establishing 

secure threshold cryptosystems. While blockchain technology has begun to integrate threshold 

cryptography, there is a lack of studies exploring the potential improvements that smart contracts can 

provide to these protocols. 

In 2001, Boneh & Franklin [5] proposed a solution for solving the main escrow problem of an identity 

based crypto system. Instead of relying on a single entity to issue a user's secret key, they suggested using 

multiple entities called PKGs. Each PKG gives the user a section of the secret key, and the user combines 

these parts to obtain a complete secret key. This setup helps avoid key escrow issues because even if some 

PKGs are dishonest, the user can still reconstruct the key as long as at least one PKG is honest. Boneh & 

Franklin also mentioned that their method could be expanded to support threshold key issuing using Shamir 

secret sharing. However, a downside of their method is that all PKGs are seen as equally important. This 

means that a user has to register with every PKG, which can be difficult in practice. Additionally, the 

protocol requires secure channels for issuing the partial private keys, which adds complexity and potential 

security risks. 
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In 2002, Chen and colleagues [7] as well as Paterson [8] put forward ideas similar to Boneh and his team's 

approach. However, a major problem with these methods is that every trusted user needs to check and 

confirm user identities separately, which is just not doable in practice. 

In the Cramer-Shoup cryptosystem [9], devised by Cramer and Shoup in 1998, recipients can check the 

authenticity of a message before decrypting it by using a part of their secret key. This feature makes it easier 

to share the system securely. Canetti and Goldwasser [10] later refined this system by merging the 

verification and decryption processes into one step. In their approach, servers use a random process to 

decrypt messages, computing a value represented as 𝑚, (𝑥′ 𝑥⁄ )𝑠, where 𝑠, is a randomly generated value 

shared among servers (section of the private key), 𝑥is t the proof in the message, and 𝑥 , is the proof computed 

by the servers.  

The central unit, decrypting confirms that (𝑥 = 𝑥′)𝑠, In the distributed setup, if the proof is valid, 

(𝑥′ 𝑥⁄ )𝑠 = 1,, and decryption yields the original message m; otherwise, it produces a random output.  

However, because the original message 𝑚,  has no redundancy, it's hard to be certain that the decryption is 

correct. One way to address this uncertainty is that to decrypt the similar message twice; once results match, 

it indicates the accuracy of the message. But there's a downside: servers must keep a shared random value 

s as part of the secret key. This means the key's length increases with each decrypted message. Despite this 

drawback, the two-step method offers storage advantages and eliminates requirement for a protocol to 

calculate a mutual value, compared to the alternative method. 

The C. Shoup crypto system, developed by Shoup and Gennaro [11], builds on the earlier El Gamal [13] 

cryptosystem by Lee and Lim [12]. It operates within the random oracle model [14] and aims to prove 

knowledge of discrete logarithms without interaction, using the Schnorr signature scheme [15]. However, a 

major challenge emerged: simulating decryption without the secret key required exponential time due to the 

vast number of potential outcomes, explained by the forking lemma [16]. This obstacle led to a search for 

stronger assumptions [17] to overcome it. The focus on using unresponsive ZKP of member [18] tends to 

avoid the complexity of decryption simulation. Since decryption simulation cannot be rewound, techniques 

similar to those in resettable zero-knowledge proofs were adopted. Rackoff and Simon's proof of knowledge 

essentially acts as a proof of membership. In this cryptographic setup, similar to other techniques, two keys 

are used [19]: one for the receiver and one for the sender. With either key, the prover can decrypt and reveal 

the plaintext. This allows the sender to decrypt the message and allows the proof to be copied without having 

to go back to the system because it relies on the proof of registration. 

While our method may require more resources such as gas costs, processing speed, and memory usage, it 

proves to be more economically efficient compared to current blockchain solutions. We achieve this by 

moving complex tasks away from the main blockchain network. Additionally, our approach allows for the 

integration of additional preprogrammed contracts for advanced cryptographic operations beyond proof 

verification. This flexibility comes from freeing smart contracts from handling these complicated 

calculations directly on the blockchain. This simplified method not only improves performance but also 

optimizes resource distribution, resulting in a more cost-effective solution over time. 

 

3. Background  

 

In this Chapter, we will explain the main idea of the protocol we're suggesting with details explanation 

of Secret Sharing, and Zero Knowledge Proofs. 

 

3.1. Shamir secret sharing Method 
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Shamir introduced secret sharing [20] as a method to split a secret 𝑠 into several pieces, requiring a certain 

number of pieces for its recovery. It's impossible to reconstruct 𝑠 from one piece less than the required 

amount, and the process reveals no information about 𝑠. Initially, a dealer chooses a polynomial 𝑓(𝑥) =

 𝑝0 + 𝑝1𝑥 + ⋯ +  𝑝
𝑘−1𝑥𝑘−1 , where 𝑝0 = 𝑠, and randomly [21] selects the subsequent coefficients 𝑝1 through 

𝑝𝑘−1. Then, the dealer calculates 𝑓(𝑝𝑖) for 𝑝𝑖 = 1 across a finite field, sending the resulting points 

(𝑝𝑖 , 𝑓(𝑝𝑖)) to users through a secure channel. Polynomial interpolation ensures that for 𝑘 distinct points, 

there's a unique polynomial passing through them. By combining the efforts of 𝑘 shareholders, they can 

reconstruct the polynomial and find 𝑓(0), thus recovering 𝑠. However, Shamir's scheme requires trust in 

the dealer, who might distribute inaccurate shares, and shareholders could present invalid shares during 

reconstruction. Verifiable Secret Sharing (VSS) schemes address this challenge, with its origins traced back 

to the work of Chor et al [22]. Various VSS schemes, like those introduced by different researchers 

[23,24,25,26], offer unique characteristics and functionalities. We'll focus on non-interactive VSS schemes, 

particularly Feldman's VSS scheme, which eliminates the need for further communication between the 

dealer and users. At Feldman, only the seller sends the message, so that all shareholders can independently 

verify their shares without further communication. An investor can use the publicly available polynomial to 

authenticate the received share's accuracy. 

3.2. Threshold Cryptography 

In the world of public-key cryptography, typically only the owner of a secret key can decrypt messages 

or sign them, ensuring tight control over sensitive operations. However, there are situations where having 

this control centralized with one individual or entity isn't ideal. Instead, it can be advantageous to spread 

this capability across a group of users, with only a subset of them needing to come together to perform 

decryption or signing tasks. This approach is called threshold cryptography. 

On the other hand, the main goal of cryptography is to fend off attackers. Public-key systems, 

unfortunately, can be vulnerable to attacks where adversaries gain access to the secret key, whether through 

hacking or insider threats. To address this, systems need to be fortified. Threshold cryptography offers a 

solution by distributing trust across multiple components or servers. Here, the secret key is split into shares, 

with each share held by a different server. 

 the process of generating the key must be decentralized to create shares for each server without relying 

on a single trusted entity. This decentralization has been achieved in both discrete logarithm and RSA 

settings. Similarly, for signature schemes, the signing process has also been distributed across servers. 

When extending this distribution to the decryption process, similar techniques can be applied, as long as 

we're only concerned with protecting against chosen-plaintext attacks from passive adversaries. However, 

for defense against chosen-ciphertext attacks, servers can't start decryption without first confirming the 

validity of the ciphertext. This precaution is crucial because one of the servers could potentially be 

compromised by an attacker, who could gain valuable information from attempted invalid ciphertexts. 

Therefore, it's essential not to delay decryption until the end of the process to verify the servers' ability to 

decrypt. Instead, a mechanism for publicly verifying the validity of the ciphertext must be integrated. 

Unfortunately, most known cryptosystems resilient against chosen-ciphertext attacks aren't well-suited for 

this purpose. This is because in decryption processes, the alleged plaintext is decrypted first, with 

redundancy checks performed just before returning the plaintext. Since these redundancy checks typically 

involve hash functions, the final verification can't be efficiently executed in a distributed manner 

3.3. Zero Knowledge Proof Method 

A ZKP is a method that allows one user (prover) to convince another user (verifier) that the statement is 

true does not disclose any additional information beyond the truth of the statement. This means the verifier 
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gains no extra knowledge apart from confirming the truth of the statement. ZKPs are widely used in various 

blockchain platforms to enhance privacy and scalability. Some popular ZKP algorithms are zkSNARKs 

[27], zkSTARKs [28], and Bulletproof [29]. These algorithms enable numerical verification, a which 

basically means that with a particular public and private inputs Ensuring that the program output matches 

the intended output without having to repeat the whole program allows the verifier instead to build on the 

truncated proof truth is well emphasized [30]. 

The robust fidelity of zkSTARKs and bulletproof depends on the Difficulty of the system being validated, 

while for zkSNARKs, it remains the same regardless of system complexity One disadvantage of About 

zkSNARKs is that they require a reliable system, which zkSTARKs and Bulletproof don't need. However, 

zkSNARKs have small proof sizes and consistent verification complexity, making them great for use in 

smart contract. Moving forward, in this discussion, we concentrate on zkSTARKs. 

The 1st successful implementation of zkSTARKs was made possible by StarkNet Libraries [31], which 

use specific ECCs to verify proofs. Here's how it works: Imagine you have a program. To make it work with 

zkSTARKs, we convert it into something called an arithmetic circuit. Think of it like transforming the 

program into a mathematical structure. Triton, which acts like a virtual machine, uses Algebraic Execution 

Tables and Arithmetic Intermediate Representations as important parts of the process. These help manage 

the computations efficiently alongside the STARK proof system. The transformed program is then 

represented in a special format called Quadratic Arithmetic Program (QAP). Checking whether the program 

gives the right output depends on making sure the solution to the QAP is correct. The reason why zkSTARKs 

are so cool is that they are both very concise and they keep things private. They are achieved through 

techniques such as random selection of samples and encryption of data so that mathematical operations can 

be carried out on them without equal privacy of the contents. 

As described in detail in Chapter 5, the proposed threshold cryptography protocol is based on performing 

ECC functions in the circuit. This requires careful consideration of certain constraints that could potentially 

impact the feasibility of our solution. A major limitation comes from the fact that the circuit uses modular 

arithmetic on 𝐹𝑟 in a limited range. Consequently, only the ECC defined on 𝐹𝑟 can be successfully 

implemented in the circuit. These curves are crucial for implementing specific cryptographic protocols [32]. 

Another approach is to design an ECC cycle in which the proof is curve-driven and subsequently proofed 

in the circuit using 𝐹𝑟 

 

4. Methodology  

In this chapter, we develop a framework using a Threshold cryptographic protocol using a smart contract 

for Distributed Calculation and transmission, and using zkSTARKs to reduce its cost. Next, we dive deeper 

into the design of the protocol, providing detailed information including steps: Secret sharing step, proof 

generation step, secret reconstruction step, verification of share step, and error handling step. 

The implementation of the protocol begins with the secret sharing step. In this step, the original secret 

document is divided into multiple shares using Shamir's Secret Sharing Scheme. Each participant receives 

a share, ensuring that a subset of shares, equal to or greater than the predefined threshold, is required to 

reconstruct the secret. Following secret sharing, each participant proof generation step a zkSTARKs to prove 

possession of their share without revealing its value. These zkSTARKs are crucial for maintaining privacy 

and security during the protocol execution. Once all users have generated their zkSTARKs, the secret 

reconstruction process commences. When enough users come together, typically equal to the threshold, 

they collectively use Lagrange interpolation to reconstruct the original secret document. Subsequently, each 
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participant independently verifies the validity of their own share and zkSTARKs. If the verification of any 

share fails, indicating a potential compromise, the protocol error handles a halts immediately to prevent 

further processing with potentially compromised shares, ensuring the integrity and security of the protocol 

execution. 

4.1. Message Model 

In this message model, messages are sent and received within a fixed interval called ΔΤ, ensuring the 

continuous synchronization of all users. The blockchain acts as a public platform where messages can be 

sent and received by the relevant members. 

Furthermore, instead of direct communication between individuals, public broadcast channels are used to 

send messages directly. In this system, the membership consists of two parts - public and private. A public 

key is shared through the blockchain with all other members. Using this public key with specific information 

for each round, members create shares for others. This is then applied to a shared encryption scheme that 

protects their communications over public channels. 

4.2. Gas fees Considering Model 

Also, it's essential to understand that in a public blockchain system, when you make a transaction, you 

usually pay for it using the specific cryptocurrency of that blockchain. These fees act as rewards for miners, 

motivating them to use their computers to perform tasks like creating new blocks and handling transactions. 

They also help to protect the platform from abuse. Since using computational power has real costs, it deters 

people from doing harmful or pointless things on the network. 

Transaction fees depend on how much work the computer needs to do and how much memory it needs to 

use. So, transactions that just move money between accounts usually have lower fees than ones that make a 

smart contract do complicated math or use a lot of memory. Doing operations with elliptic curve 

cryptography (ECC) is especially expensive. That's why our threshold cryptography uses zkSTARK for do 

these calculation outside of the main blockchain network. 

4.3. Smart contract Model 

The protocol begins with a crucial step called the trusted setup, which is essential for zkSTARK (explained 

in chapter 3). This setup process creates the verification proof for the algorithm 4 circuit and for handling 

errors in algorithm 5 (explained in chapter 4). This system aims to relocate accounts in exchange for valid 

evidence and to keep the use of invalid parts chain-linked. In a reliable system, a copycat is produced which 

is commonly referred to as toxic waste. These fraudulent locks should be discarded as they may lead to false 

evidence [33]. So, using (SMPC) is a smart way to spread trust among many different people or groups. 

After completing the reliable configuration task, where the necessary cryptographic parameters are 

generated and securely shared among the users, the next step involves in zkSDTKG contract where it not 

only verifies the shares but also it manages rest of the function working proper so that the data will not 

corrupt Functions such as, Secret Sharing This can share secrets through the Shamir private sharing system. 

It allows users to create their shares and distribute them securely among other users. (Refer Algorithm 1) 

Additionally, it includes functions for reconstructing the secret when the required threshold of shares is 

collected. zkSDTKG Generation: This is done by each participant to obtain ignorant evidence of equity 

ownership without disclosing the share itself. users can securely generate their ZKPs and submit them to 

the blockchain. Secret Reconstruction: This is responsible for reconstructing the secret document when the 

required threshold of users comes together. It uses Lagrange interpolation to combine the valid shares 

submitted by users and reconstruct the original secret. Verification of Shares: This verifies the validity of 

each participant's share and their associated ZKP. It ensures that only valid shares are used in the 

reconstruction process, maintaining the integrity and security of the protocol. Error Handling: This manages 



7 
 

the error handling mechanism of the protocol. It monitors the verification process of shares and ZKP and 

stops the protocol if any verification fails. This ensures that no further processing occurs with potentially 

compromised shares, protecting the confidentiality and reliability of the secret reconstruction process. 

The zkSDTKG contract should be configured with various settings, such as the address of the verification 

contract, thresholds, deadlines for different phases, curve parameters, and any other information needed to 

dynamically prepare part sets. 

4.4. User Involvement 

After successfully deploying the zkSDTKG contract, various members can now initiate the process to 

become qualified users. Unlike traditional threshold cryptography protocols that operate without a 

blockchain, we have several flexible options to assemble the user group dynamically. We aim to avoid 

restricting ourselves to a particular method. In this context, the zkSDTKG contract establishes and 

rigorously enforces the eligibility criteria for participating in the protocol execution. In a controlled 

environment, imagine a situation where a special type of cryptographic contract zkSDTKG, sets the rule 

that only its creator has the power to decide who can join. This creator would need to provide a list of 

approved users to the smart contract in advance. Then, the zkSDTKG contract would check if a person 

seeking to join is on the approved list. If they are, the contract would allow them to join the group of users. 

However, there's a significant problem here. The creator of the contract acts as a central authority, which 

goes against the idea of decentralization in the system. 

Other unrestricted methods may permit anyone to participate without needing a central authority. For 

instance, the zkSDTKG contract could employ a basic system where anyone can join until a set number of 

users is reached, provided they put up some tokens as security. However, this method isn't feasible in most 

situations because it lacks Sybil resistance, meaning individuals could register with more than one identities 

[34]. In a worst-case scenario, a malicious individual could potentially create enough fake identities to gain 

complete control and access to the key. Another idea is to use the amount of tokens users hold not just as 

collateral but also as a factor in deciding who can participate, similar to systems that rely on Proof of Stake 

(PoS). For instance, in the zkSDTKG contract, only the top parties with the most tokens deposited are 

allowed to join. If users act wrongly during the protocol, they might lose some of their tokens as a penalty. 

This setup encourages honesty and makes it harder for one user to create multiple identities by staking a lot 

of tokens. Another variation of this idea would allow regular token holders to donate their tokens to vote as 

users for some candidates. This not only makes the system more secure by using Proof of Stake mechanisms 

but also adds a level of decentralization and trust through voting processes. 

4.5.TC with smart contract using zk -STARKs 

Once we've finished all the necessary preparatory steps for carrying out the protocol, we'll now detail its 

description and specifications (see Protocol 1). This section involves a thorough look at the secret sharing, 

proof generation phase, secret reconstruction phase,verification of shares and error handling phase 

explaining each step in a clear and logical order with an form of example is explained. 

4.5.1. Secret sharing step 

Protocol 1 of step 2, let's follow Alice as she employs Shamir private sharing system to securely distribute 

a document with the value of 42 to Bob and Charlie. Initially, Alice establishes the parameters for the sharing 

process, selecting three users: herself, Bob, and Charlie. She then chooses a prime number, 67, larger than 

the value of the document. To create shares, Alice generates a polynomial 𝑓(𝑥) = 5𝑥2 + 3𝑥 + 42, 

randomly assigning coefficients. 

Next, Alice calculates shares by substituting 𝑥 = 1, 2, and 3 into the polynomial. These calculations yield 

results of 50, 95, and 168, respectively. To ensure the shares are within the confines of the chosen prime, 



8 
 

Alice reduces each result modulo 67, resulting in shares of 50, 28, and 34. She then allocates each participant 

a specific share: Alice holds 50, Bob receives 28, and Charlie is entrusted with 34.  

For distribution, Alice securely transmits Bob's share to him and Charlie's share to Charlie, ensuring each 

participant only receives their designated share. Consequently, Bob and Charlie, even if they were to 

collaborate, cannot ascertain the contents of the secret document without Alice's share.  

4.5.2. zkSDTKG for zk-STARKs Generation Step (𝜋𝑖) 

After completing secret sharing step, Alice, Bob, and Charlie took the next step by generating proofs with 

the assistance of the zkSDTKG Contract (see protocol 1 step 3). This contract allowed them to verify their 

possession of valid shares without revealing the actual values of those shares. Each participant, including 

Alice, Bob, and Charlie, independently created their proof. For example, Alice crafted her proof using her 

share, denoted as 𝑠ℎ𝑎𝑟𝑒𝐴, which in her case was 50. She formed a commitment to her share, possibly by 

creating a cryptographic hash of 𝑠ℎ𝑎𝑟𝑒𝐴and then crafted a proof, denoted as 𝑝𝑟𝑜𝑜𝑓𝐴, demonstrating her 

knowledge of 𝑠ℎ𝑎𝑟𝑒𝐴 without disclosing its numerical value. Bob and Charlie followed identical 

procedures, generating their own inputs, commitments, and proofs. 

After the zkSDTKG Contract generation phase, each participant securely transmitted their proof 

components to the other users involved in the secret sharing. This ensured that each party possessed the 

necessary information to verify the validity of each other's shares during the reconstruction phase of the 

secret document, while still maintaining the confidentiality of their own share. By securely exchanging their 

proof components, Alice, Bob, and Charlie established a robust framework where they could collaborate 

without divulging sensitive information, thus upholding the privacy and integrity of the shared secret. This 

process enhanced the overall security of their collaborative efforts, fostering trust and confidence among 

the users. 

4.5.3. Secret Reconstruction step: 

In the secret reconstruction step using Lagrange interpolation, the goal is to reconstruct the secret 

document 𝐷 from the shares and proof provided by the users. In this scenario, users Alice, Bob, and Charlie 

hold shares of the secret: 𝑠ℎ𝑎𝑟𝑒𝐴 = 50, 𝑠ℎ𝑎𝑟𝑒𝐵 = 28, and 𝑠ℎ𝑎𝑟𝑒𝐶 = 34 respectively, along with their 

corresponding proof. When at least 𝑡 = 20 users come together, the secret document can be reconstructed. 

(See protocol 1 of step 4), Lagrange interpolation is employed to compute the secret document 𝐷 using 

shared points among users, denoted as 𝑥 = 1,2,3.  

The formula for reconstructing 𝐷 is: 

𝐷 = ∑
Π𝑗≠𝑖(𝑥−𝑥𝑗)

Π𝑗≠𝑖(𝑥𝑖−𝑥𝑗)
. 𝑦𝑗

𝑡
𝑖=1                          (1) 

For each shared point 𝑥 the formula is evaluated. For instance, when 𝑥 = 1, the calculation involves each 

participant's share: 

𝐷 =
(1−2)(1−3)

(1−2)(1−3)
. 50 +

(1−1)(1−3)

(2−1)(2−3)
. 28 +

(1−1)(1−2)

(3−1)(3−2)
. 34  

Similarly, calculations are performed for 𝑥 = 2 and 𝑥 = 3 to obtain 𝐷 at each point (see protocol 1 step 

4). 

Once the values of 𝐷 for each 𝑥 are computed, the secret document is successfully reconstructed, ensuring 

that the confidentiality and integrity of the document are maintained throughout the process. 

4.5.4. Verification of Shares step: 

In the process of verifying shares in the cryptographic reconstruction protocol, each participant undertakes 

a crucial step to ensure the integrity and authenticity of their own share. This verification process is pivotal 

for maintaining the security of the overall reconstruction process (see protocol 1 step 5). Let's delve into 

how each participant verifies their respective share and zk-STARKs to ascertain their validity. 
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Firstly, Alice, as one of the users, conducts her verification by assessing the validity of her zkSTARKs. 

She does so by invoking a verification function that takes her share, commitment to her share, and her 

zkSTARKs as inputs. If this verification function returns true, it signifies that Alice's ZKP is indeed valid, 

thereby corroborating the authenticity of her share. Conversely, if the verification process fails and the 

function returns false, it indicates a discrepancy or potential compromise in Alice's zkSTARKs, prompting 

further investigation. 

Similarly, Bob, another participant in the reconstruction protocol, follows suit by verifying the validity of 

his zk-STARKs. Employing the same approach as Alice, Bob evaluates whether his share, commitment to 

his share, and his zk-STARKs align to pass the verification process. A successful outcome, where the 

verification function returns true, affirms the integrity of Bob's zk-STARKs and, by extension, his share. 

Conversely, if the verification process yields a false result, Bob must address any discrepancies or potential 

security risks associated with his zk-STARKs. 

Lastly, Charlie, the third participant, carries out the verification of his zk-STARKs to validate the 

authenticity of his share. Utilizing a similar methodology to Alice and Bob, Charlie submits his share, 

commitment to his share, and his zk-STARKs to the verification function. Upon receiving a true outcome 

from the verification process, Charlie can be assured of the legitimacy of his zk-STARKs and, consequently, 

his share. However, if the verification process returns false, it signifies a potential anomaly or security 

breach in Charlie's zk-STARKs, necessitating immediate attention. 

 Only when all users' verifications return true can the reconstruction process proceed with 

confidence. Any instance of a false verification result warrants halting the protocol to mitigate the risk of 

compromised shares and maintain the security of the cryptographic reconstruction endeavour. 

4.5.5. Error Handling step: 

In the process we've been discussing, after Alice, Bob, and Charlie have completed the initial setup by 

verifying the validity of their shares and zk-STARKs, the next crucial step is error handling. This step 

ensures the integrity of the protocol by promptly addressing any issues that may arise during verification. 

During error handling, if any participant's share fails verification, the protocol halts immediately. For 

instance, let's consider a scenario where Bob's zk-STARKs verification fails. This failure indicates a 

potential issue with the integrity or accuracy of Bob's share. As a result, the protocol stops to prevent further 

processing with potentially compromised data (see protocol 1 of step 6). 

All users are promptly notified of the halt in the protocol due to the verification failure of Bob's share. 

This transparency ensures that everyone involved is aware of the situation and can collectively address it. 

Halting the protocol in response to verification failures is crucial for maintaining the security and integrity 

of the process. It prevents the propagation of potentially incorrect or compromised data further down the 

line. Following the halt, users can investigate the cause of the verification failure and take appropriate 

actions. This may include re-verifying Bob's share or replacing it with a valid one if necessary, ensuring the 

continuation of the protocol with accurate and reliable data. 

Protocol 1 of Threshold Decryption Protocol with example  

Suppose Alice wants to share a secret document 𝐷 = 42 with Bob and Charlie using Shamir's Secret 

Sharing Scheme. 

1) Setup: 

a. 𝑛 = 3 users: Alice, Bob, and Charlie. 

b. Choose a prime number 𝑝 > 𝐷, let's say 𝑝 = 67. 

c. Randomly choose coefficients for the polynomial 𝑓(𝑥): Let's say 𝑓(𝑥) = 5𝑥2 + 3𝑥 + 42. 

d. Generate shares using Shamir's SSS. 
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2) Secret Sharing Step: 

a. 𝑓(0) =  ∑ 𝑎𝑖
𝑡
𝑖=1 . 𝑥𝑖  𝑚𝑜𝑑 𝑝  

b. According to Algorithm 1 corresponding share need to be substituted  𝑥 = 1,2,3 into the 

polynomial 𝑓(𝑥): 

i. 𝑓(𝑥) = 5(1)2 + 3(1) + 42 = 50 

ii. 𝑓(𝑥) = 5(2)2 + 3(2) + 42 = 95 

iii. 𝑓(𝑥) = 5(3)2 + 3(3) + 42 = 168 

c. Reduce each result modulo 𝑝: 

i. 50 % 67 = 50 

ii. 95 % 67 = 28 

iii. 168 % 68 = 34 

d. Assign each participant a share: 

i. Alice: Share 𝑠ℎ𝑎𝑟𝑒𝐴 = 50 

ii. Bob: Share 𝑠ℎ𝑎𝑟𝑒𝐵 = 28 

iii. Charlie: Share 𝑠ℎ𝑎𝑟𝑒𝐶 = 34 

e. Distribution: 

i. Alice securely sends Share 𝑠ℎ𝑎𝑟𝑒𝐴 to Bob and Share 𝑠ℎ𝑎𝑟𝑒𝑐 to Charlie. 

ii. Bob receives Share 𝑠ℎ𝑎𝑟𝑒𝐴 

iii. Charlie receives Share 𝑠ℎ𝑎𝑟𝑒𝑐 

3) zkSDTKG for zk-STARKs Generation Step (𝜋𝑖): 

a. In algorithm 2, each users will generate their proof. 𝜋𝑖 = (𝑖𝑛𝑝𝑢𝑡𝑖, 𝑐𝑜𝑚𝑚𝑖𝑡(𝑦𝑖), 𝑝𝑟𝑜𝑜𝑓𝑖)  

b. Alice: 

i. 𝑖𝑛𝑝𝑢𝑡𝐴: 𝑠ℎ𝑎𝑟𝑒𝐴 = 50  

ii. 𝐶𝑜𝑚𝑚𝑖𝑡𝑚𝑒𝑛𝑡𝐴 = ℎ𝑎𝑠ℎ(50) 

iii. 𝑝𝑟𝑜𝑜𝑓𝐴:𝑧𝑘𝑆𝐷𝑇𝐾𝐺(𝑠ℎ𝑎𝑟𝑒𝐴) 

c. Bob: 

i. 𝑖𝑛𝑝𝑢𝑡𝐵: 𝑠ℎ𝑎𝑟𝑒𝐵 = 28  

ii. 𝐶𝑜𝑚𝑚𝑖𝑡𝑚𝑒𝑛𝑡𝐵 = ℎ𝑎𝑠ℎ(28) 

iii. 𝑝𝑟𝑜𝑜𝑓𝐵:𝑧𝑘𝑆𝐷𝑇𝐾𝐺(𝑠ℎ𝑎𝑟𝑒𝐵) 

d. Charlie: 

i. 𝑖𝑛𝑝𝑢𝑡𝑐: 𝑠ℎ𝑎𝑟𝑒𝑐 = 34  

ii. 𝐶𝑜𝑚𝑚𝑖𝑡𝑚𝑒𝑛𝑡𝑐 = ℎ𝑎𝑠ℎ(34) 

iii. 𝑝𝑟𝑜𝑜𝑓𝑐:𝑧𝑘𝑆𝐷𝑇𝐾𝐺(𝑠ℎ𝑎𝑟𝑒𝑐) 

e. Distribution: 

i. Alice securely sends (𝐶𝑜𝑚𝑚𝑖𝑡𝑚𝑒𝑛𝑡𝐴, 𝑝𝑟𝑜𝑜𝑓𝐴) to Bob and Charlie. 

ii. Bob securely sends (𝐶𝑜𝑚𝑚𝑖𝑡𝑚𝑒𝑛𝑡𝐵, 𝑝𝑟𝑜𝑜𝑓𝐵) to Alice and Charlie. 

iii. Charlie securely sends (𝐶𝑜𝑚𝑚𝑖𝑡𝑚𝑒𝑛𝑡𝐶 , 𝑝𝑟𝑜𝑜𝑓𝐶) to Alice and Bob. 

4) Secret Reconstruction Step: 

a. Alice, Bob, and Charlie have their shares: 𝑠ℎ𝑎𝑟𝑒𝐴 = 50 , 𝑠ℎ𝑎𝑟𝑒𝐵 = 28, 𝑠ℎ𝑎𝑟𝑒𝐶 = 34 

b. They also have generated their respective proof:  𝜋𝐴, 𝜋𝐵, and 𝜋𝐶. 

c. When enough users come together (in this case, at least 𝑛 = 2  users), they use Lagrange 

interpolation to reconstruct the secret document 𝐷. 

d. Using the shares and zk-STARKs provided by Alice, Bob, and Charlie, the reconstruction 

can be done as follows: 

e. Let's assume 𝑥 = 1,2,3  are the points shared among users. 

f. The secret document 𝐷 can be reconstructed using Lagrange interpolation {𝐷 =

∑
Π𝑗≠𝑖(𝑥−𝑥𝑗)

Π𝑗≠𝑖(𝑥𝑖−𝑥𝑗)
. 𝑦𝑗}𝑡

𝑖=1  

g. For  𝑥 = 1 
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i. 𝐷 =
(1−2)(1−3)

(1−2)(1−3)
. 50 +

(1−1)(1−3)

(2−1)(2−3)
. 28 +

(1−1)(1−2)

(3−1)(3−2)
. 34 

h. For 𝑥 = 2 

i. 𝐷 =
(2−2)(2−3)

(1−2)(1−3)
. 50 +

(2−1)(3−3)

(2−1)(2−3)
. 28 +

(2−1)(2−2)

(3−1)(3−2)
. 34 

i. For 𝑥 = 2 

i. 𝐷 =
(3−2)(3−3)

(1−2)(1−3)
. 50 +

(3−1)(3−3)

(2−1)(2−3)
. 28 +

(3−1)(3−2)

(3−1)(3−2)
. 34 

j. By determine the values of 𝐷 for each 𝑥 the secret document can be reconstructed using 

Algorithm 3. 

 

5) Verification of Shares Step: 

a. From Step 4 Alice, Bob, and Charlie have reconstructed the secret document 𝐷 using 

Lagrange interpolation. 

b. Each participant also has their own share and proof: 

i. Alice: 𝑠ℎ𝑎𝑟𝑒𝐴 : 50, 𝜋𝐴 

ii. Bob: 𝑠ℎ𝑎𝑟𝑒𝐵 : 28, 𝜋𝐵 

iii. Charlie: 𝑠ℎ𝑎𝑟𝑒𝐶 : 34, 𝜋𝐶 

c. In Algorithm 4, each participant confirms the accuracy of their own portion, and Zero-

Knowledge Proof (ZKP) is utilized for verification: 

i. Alice verifies (𝜋𝐴): 

1. Alice checks if 𝑣𝑒𝑟𝑖𝑓𝑦[𝑠ℎ𝑎𝑟𝑒𝐴, 
𝑐𝑜𝑚𝑚𝑖𝑡(𝑠ℎ𝑎𝑟𝑒𝐴), 

𝑝𝑟𝑜𝑜𝑓𝐴] returns true. 

2. If it returns true, Alice's ZKP is valid. Otherwise, it fails. 

ii. Bob verifies  (𝜋𝐵): 

1. Bob checks if 𝑣𝑒𝑟𝑖𝑓𝑦[𝑠ℎ𝑎𝑟𝑒𝐵, 
𝑐𝑜𝑚𝑚𝑖𝑡(𝑠ℎ𝑎𝑟𝑒𝐵), 

𝑝𝑟𝑜𝑜𝑓𝐵] returns true. 

2. If it returns true, Bob's ZKP is valid. Otherwise, it fails. 

iii. Charlie verifies  (𝜋𝐶): 

1. Charlie checks if 𝑣𝑒𝑟𝑖𝑓𝑦(𝑠ℎ𝑎𝑟𝑒𝐶 , 
𝑐𝑜𝑚𝑚𝑖𝑡(𝑠ℎ𝑎𝑟𝑒𝐶), 

𝑝𝑟𝑜𝑜𝑓𝐶)  returns true. 

2. If it returns true, Charlie's zk-STARKs are valid. Otherwise, it fails. 

d. Result 

i. If all users' verifications return true, indicating that all zk-STARKs are valid, the 

reconstruction process can proceed. 

ii. If any participant's verification returns false, indicating an invalid zk-STARKs, the 

verification fails, and the protocol should halt and move to step 6. 

6) Error handling Step: 

a. Alice, Bob, and Charlie have reconstructed the secret document 𝐷 using Lagrange 

interpolation. 

b. Each participant has their own share and zk-STARKs, and they have verified their shares. 

c. If any participant's verification fails (i.e., their zk-STARKs is invalid), the protocol halts. 

d. Upon halting, the users should go back to the secret reconstruction step to repeat the process 

with valid shares. 

e. If Bob's verification fails, meaning that the proof of knowledge he provided is invalid, the 

protocol should stop, as described in algorithm 5. Then, Alice, Bob, and Charlie need to 

start over the reconstruction process following the steps 4 and 5 shown in protocol 1. 

f. Reconstruction Retry 
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i. Alice, Bob, and Charlie repeat the secret reconstruction step with new shares and 

zk-STARKs. 

ii. After generating new shares and zk-STARKs, they verify their shares again before 

proceeding with the reconstruction. 

g. Result 

i. If all users' verifications pass, they can continue with the reconstruction process 

ii. Otherwise, they may need to repeat the process until all shares are verified 

successfully. 

 

Algorithm 1 – Function for Secret sharing  

1. Function splitSecret (secret, num_shares, threshold, prime): 

2. coefficients = [secret] + [random.randint (0, prime - 1) for _ in range (threshold - 1)] 

3. shares = [] 

4. for i in range(num_shares): 

5. x = i + 1 

6. share = sum (coeff * x**power for power, coeff in enumerate(coefficients)) % prime 

7. shares.append ((x, share)) 

8. return shares 

 

Algorithm 2 – Function for zkSDTKG for zk-STARKs Generation  

1. Function generateProof (share, prime): 

2. x, y = share 

3. r = random.randint(1, prime - 1) 

4. commitment = pow (r, 2, prime) 

5. proof = pow (y, 2, prime) 

6. return (x, commitment, proof) 

 

Algorithm 3 - Secret reconstruction using Lagrange interpolation 

1. Function reconstructSecret (shares, prime): 

2. secret = 0 

3. for i in range(len(shares)): 

4. xi, yi = shares[i] 

5. num, den = 1, 1 

6. for j in range(len(shares)): 

7. if i != j: 

a. xj, _ = shares[j] 

b. num = (num * (-xj)) % prime 

c. den = (den * (xi - xj)) % prime 

8. secret = (secret + (yi * num * pow (den, -1, prime))) % prime 

9. return secret 

 

Algorithm 4 – Function for Verification of Shares 

1. Function zkVerifier (share, prime): 

2. x, commitment, proof = share 

3. return pow (x, 2, prime) == (commitment * proof) % prime 

 

Algorithm 5 – Function for Error handling 

1. Function handleError (): 
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2. Print ("Error: Verification of shares failed. Halting the protocol.") 

3. Exit () 

 

5. Prototype implementation  

In this part, we provide more details about how the client software is created and the smart contract are 

developed. You can find both of these as open-source software on GitHub1, meaning they are publicly 

available for anyone to view and use. 

5.1. Smart Contracts 

We've successfully design smart contract using Solidity programming language for Polygon blockchain, 

which is one of the top platforms for smart contract today. Polygon offers a wide range of tools and strong 

support for developers. Notably, it provides pre-made contracts for important cryptographic tasks like 

elliptic curve operations and pairing checks on the BLS12-381 curve [35]. These are crucial for verifying 

zk-STARK proofs. Our prototype, designed specifically for Polygon blockchain, smoothly integrates with 

other blockchain platforms because of its flexible architecture. This flexibility also allows it to work with 

other blockchain ecosystems, as long as they have the necessary smart contract features and support for zk-

STARK verification. This adaptable solution demonstrates our commitment to making our technology work 

across different blockchain systems, while still meeting the high security standards of zk-STARK 

technology. 

We've decided to go with the simple registration process we discussed earlier in Chapter 4 because it 

meets our basic implementation requirements well. This decision allows us to concentrate on the critical 

aspects of the protocol without adding unnecessary complications. The zkSDTKG contract lets users sign 

up to a set limit and mandates reclaim submission. Afterward, users can get back their reclaim from the 

zkSDTKG contract once the protocol is done, as long as they've been honest throughout. 

The threshold cryptography used to depend on the number of registered users, denoted by 𝑛. In the 

zkSDTKG contract, the computation works like this: [(𝑛 + 1) 2⁄ ]. This indicates that a majority of the 

individuals who have signed up are required to collaborate in order to reconstruct the distributed private 

key. Additionally, it's specified that at least [(2𝑛 + 1) 3⁄ ] users must efficiently convey their secrets for 

facilitating the submit of the public key. This ensures the system can keep functioning even if some users 

behave maliciously. These requirements represent the minimum needed based on relevant literature (see 

Chapter 2 for more details). 

The zkSDTKG contract is designed to save storage space on the blockchain by cleverly minimizing the 

direct storage of participant data. Instead of storing all the details of user participation and commitments 

directly, it stores the archive of the smart contract only with the most important information about the first 

proposal for each user. The rest of the data, including share and Pledges, are stored in the call-data, with 

only a compact Keccak-256 hash stored in the contract. This approach is more cost-effective and efficient. 

However, Ethereum currently lacks efficient implementations of hash functions specifically tailored for 

arithmetic, which would greatly improve efficiency when computing hashes within a circuit. Examples of 

such hash functions include MiMC [36] or Rescue-Prime [37]. To keep users informed about recent 

distributions, the zkSDTKG contract sends out an event. This event notifies all users about distributions 

made by specific users, ensuring transparency and visibility into the distributed shares and commitments. 

The zkSDTKG contract didn't require any manual setup. Triton VM, as described in Chapter 5, can 

automatically create verification contracts for the circuits involved. These contracts, created by Triton VM, 

 
1https://github.com/RahulTharammal/Threshold-Cryptography-with-smart-contract-using-zk-STARKs  

https://github.com/RahulTharammal/Threshold-Cryptography-with-smart-contract-using-zk-STARKs
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use Ethereum's pre-made contracts to ensure efficient verification of proofs at a reasonable cost. 

5.2 Guest Software 

The user software, model using the Rust programming language, supports the smart contracts by 

employing an offchain component responsible for implementing the zkSDTKG contract to generate a shared 

private key This software integrates with the Triton VM [38] toolbox for generating zkSTARKs, leveraging 

its Algebraic Execution and Arithmetic Intermediate components to support the zkSTARK proof system on 

the Ethereum platform. Users can use the Triton VM toolbox to calculate witnesses for a given circuit and 

generate proofs of their preferred authentication protocol. For blockchain-based proof verification, RISC 

Zero has been selected as it offers a more cost-effective solution. 

Our implementation provides the computational intermediate level of the Triton VM bound by Algorithms 

1 through 5. In addition, we have integrated the required functions from the standard library of the Triton 

VM as our model for ECC. Importantly, our protocol is adaptive, allowing compatibility with other 

computational methods as long as their base location coincides with the digital location of the stations used 

for zkSTARKs This flexibility ensures that our protocol can operate efficiently in computer systems or 

preferences without honesty or diligence 

To overcome the limitations of the Triton VM, the user uses Rust language bindings in the Polygon smart 

contract to execute the commands to estimate the tenant and verify for Algorithms 2 & 4 and then zkVerifier 

or the generateProof functions. 

 

6. Protocol Assessment 

 

Presenting the implementation of the protocol, this section examines the estimation of the protocol based 

on cost, throughput, and memory usage. This analysis provides valuable insight into the additional burden 

created by the smart contract and the resources required to verify the zkVerifier and generateProof tasks. 

In these iterations, we carefully record gas consumed, proof generating time, and memory used as we 

repeat the process five consecutive times before gradually increasing the number of users increased, and we 

doubled them each time to avoid reaching all users 150 This leaves us with 40 rounds of action. We conduct 

our analysis on an Amazon EC2 instance with a specific instruction: this AMI uses a 64-bit architecture, 1 

virtual CPU, and a z-series instance. The device has 8 gigabytes of DDR4 RAM at 2666 MHz and an SSD 

with a maximum capacity of 128 megabytes per second. In addition, we configured a local blockchain 

instance using Hardhat network version 2.20.1 to facilitate the implementation and execution of smart 

contracts. 

6.1. Gas Consumption 

When we execute smart contracts on the polygon network, we rely on a system called gas to ensure that 

the network resources are used efficiently and fairly. Gas acts as a safeguard against excessive resource 

consumption and also acts as an incentive for miners who dedicate their computational power to validating 

transactions. This principle isn't unique to polygon; other platforms hosting smart contracts employ similar 

mechanisms to compensate miners. Now, let's delve into the expenses associated with running smart 

contracts, particularly focusing on the gas utilized by functions such as splitSecret, generateProof, 

reconstructSecret, zkVerifier and handleError.  
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Figure 1: Gas Consumed by each Function 

The data presented in Figure 1 illustrates that both the splitSecret and handleError functions exhibit 

minimal gas usage. Specifically, splitSecret's gas consumption averages 120 kGas for 5 users, rising to 520 

kGas for 150 users. These costs remain low due to the inclusion of shares and commitments in the calldata, 

while only hash values are stored in the zkSDTKG contract. Similarly, the handleError function 

demonstrates even lower gas usage, with 140 kGas for 5 users and 440 kGas for 150 users. 

Furthermore, it is clear that the gas consumption in the zkVerifier project is still flat at 500 kGas, despite 

the number of users involved. This inconsistency exists because the verify function only requires 

zkSTARKs with three ECC points as input. zkSDTKG contract do not perform any actions based on the 

number of users and resolves handleError immediately if the authentication was successful. However, if 

more handleErrors are generated, gas consumption increases slightly. This happens because the smart 

contract must go through all the inputs to find a matching index. 

Certainly, as more people participate, gas consumption increases during the generateProof process. For 

example, it is 400 kilograms of gas for 5 people and jumps to 1300 kilograms of gas for 150. This increase 

occurs because the zkSDTKG contract requires computing the hash of all initial parameters to verify the 

zkSTARKs. In addition, the study shows that the execution of the reconstructSecret project consumes 350 

kGas of gas for 5 people but jumps to 1100 kGas of gas for 150 people the time has passed is enough. This 

is because the smart contract must remove the node before generating the public key. However, since such 

events are rare, they do not significantly affect gas consumption. 

6.2. Throughput Performance of generating proof 

While smart contract come with their own set of complexities, integrating zk-STARKs for executing 

certain functions like justification and key derivation adds another layer of intricacy. Although this approach 

can help save costs in executing smart contracts, it also demands users to allocate more local resources for 

generating proofs. An interesting consideration is how the time taken by users to generate these proofs 

changes as the number of users increases. 

The information in Figure 2 shows a clear connection between the number of users and the time spent on 

the two tasks: generateProof and reconstructSecret. Interestingly, while both functions show a linear 

relationship with user count, the time required for reconstructSecret rises more steeply compared to 

generateProof. This difference in escalation is because the time it takes for key derivation is directly tied to 

the number of users, impacting reconstructSecret significantly. On the other hand, generateProof's duration 
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relies more on the threshold value. For instance, with 5 users, generateProof takes around 20 seconds, while 

reconstructSecret takes 30 seconds. However, with 150 users, these times significantly increase to roughly 

350 and 508 seconds, respectively. 

 

 

Figure 2: Time taken for each proof generated 

While the proof generated time is typically not a major concern within blockchain systems as these 

networks are not primarily utilized for time-lapse purposes, it should be carefully considered when 

determining when the zkSDTKG contract expires. This is particularly crucial to ensure that users have 

adequate time for proof generation, especially for the generateProof function. Furthermore, there are 

numerous opportunities for optimization aimed at reducing proof generation time, including the utilization 

of hash functions tailored for Arithmetic and the enabling of multi-threading for Triton VM. 

6.3. Memory usage 

Furthermore, our examination also looks into how memory usage is affected when generating proofs. 

Memory consumption is often a major worry, especially when dealing with the inefficiencies of specific 

calculations, like keccak_256 in zk-STARKs. This investigation also considers how memory usage changes 

with varying numbers of users. 

 

Figure 3: Memory used by each function while generating Proof 

0

100

200

300

400

500

600

5 30 60 90 120 150

Ti
m

e 
ta

ke
 t

o
 g

en
er

at
e 

p
ro

o
f 

(s
ec

o
n

d
s)

Number of Users

Throughput Performance

of generating proof

generateProof

reconstructSecret

0

5

10

15

20

25

30

5 30 60 90 120 150

M
em

o
ry

 u
se

d
 in

 (
M

B
)

Number of Users

Memory usage generateProof
reconstructSecret



17 
 

The memory usage, as shown in Figure 3, consistently increases as the number of users increases, which 

is similar to what we observed in the time it takes to generate proofs. For example, when we generate a 

proof using the function generateProof, the amount of memory needed goes up from 3.19 gigabytes with 5 

users to 10.2 gigabytes with 150 users. Likewise, when we use the function reconstructSecret, the memory 

usage starts at 4.85 gigabytes for 5 users and goes up to 25.715 gigabytes for 150 users. This means that 

more memory is needed as the number of users grows, making it harder for new users to join without having 

sufficient resources for proof generation. There is a chance that a custom hash function is provided for 

arithmetic operations to optimize memory usage. 

7. Conclusion 

In our research, we emphasize the important role of threshold cryptography in building secure systems, 

especially within the realm of blockchain technology. We argue that blockchains offer a unique opportunity 

to advance threshold cryptosystems due to their decentralized nature, which allows for distributed 

computation and communication. To make the most of this potential, we introduce a new method for 

implementing threshold cryptography that seamlessly incorporates blockchain technology. Using smart 

contracts, our method allows for flexible participation from multiple parties, enhances security by offering 

incentives, ensures the correctness of protocol execution, and establishes a public communication channel 

through the blockchain. Additionally, our method utilizes zk-STARKs to justify actions and derive keys, 

enabling complex computations to be done off-chain to reduce costs. We've put our method into practice on 

the Ethereum platform and conducted thorough evaluations to demonstrate its practicality and efficiency in 

terms of costs, performance, and memory usage. Going forward, our future research will focus on further 

reducing the costs associated with smart contract and adding enhancements from other protocols to further 

increase the performance and scalability of our approach. 
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