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Abstract. Mobile phones have revolutionized our way of communication. Despite its numerous benefits, it has
become a great utility for conducting crimes or making threats. Due to the large number of users it is almost
impossible for security forces to take proactive measures against those crimes. In this paper, with the help of
machine learning, we focus on building a system that can detect potential threats in phone calls. We develop (to
the best of our knowledge) the very first Bengali voice call dataset to train the machine learning system. Our
system takes a voice call and uses a Deep 1D Convolutional Neural Network to analyze the call and a Multi-Layer
Perceptron to decide whether any threats exist or not. The proposed simple baseline solution, trained on our
~9hrs. worth voice call dataset, is able to achieve 91% precision, recall and F1-score in detecting the crime calls.
We believe, in future these systems will aid in assisting in investigations, evaluating voice conversations, and
giving predictions and estimations for potential threats. All of our recorded calls are freely available to use by
the future researchers at: https://tinyurl.com/detec Threats
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1. Introduction

Mobile phone is considered as one of the greatest inventions of all time. It revolutionizes our
way of communication. It has been one of the main medium of communication for decades. On
the other hand, with the advancement in networking and telecommunication technologies, we have
seen the birth of many social media and instant messaging applications. Thus, new technologies
like instant text messages, voice messages, audio calls, and video calls have made communication
easier. As a result criminals and wrongdoers can easily exploit these diversified communication
media and they can take the advantages of these communication media to plot crimes or give
threats to innocent people through voice calls. One way to prevent crimes like these is to build a
system that detects potential crimes and threats from voice calls and flags them accordingly.

Ifaz et al. [1] have shown that one can perform early threat detection by training a machine
learning model on speech data. However, the datasets they have worked on, such as RAVDESS [2]
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and TESS [3] are for English. Although it is a very important topic in today’s world, no such work
is found Bengali language even though it is spoken by more than 250 million people worldwide[4].
Moreover, in the literature there no voice call dataset is available for Bengali speaking people.
This motivates us to work on this important topic with the guidance from an expert of the Crime
Investigation Department (CID), Bangladesh.
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Figure 1. High-level overview of our model

To develop any successful machine learning model, a comprehensive dataset is the first and
foremost necessary requirement. Since there is no dataset for Bengali voice calls that targets to
detect criminal and threat activities, we focus on building the very first Bengali voice call dataset
to classify crime or threats. Then, we have trained a simple model on our own dataset as a baseline
to detect possible criminal or threat activities. Once detected, security forces can be informed
about the crimes before happening.

Making threatening calls to someone with the intention of real-life killing, looting, or any other
atrocious activities are considered as crime samples. However, making calls to someone known
(especially to friends) in a sarcastic manner with no intention of harmful activities is categorized
as sarcastic samples. In a sarcastic call, a caller uses almost the same threatening words,
however, in a sarcastic manner to a friend, relative or a known person. Das et al. [5] recently
proposed a speech emotion recognition dataset for the Bengali language. Although it includes
five rudimentary human emotional states, it does not include the sarcastic emotion, which is also
very important in situations such as this proposed system. The proposed system classifies a call
using both audio emotion and triggering words. Triggering words in calls are words that initiate
suspecting a call belongs to either in a crime class or in sarcastic class. Some triggering words
are ¥ (kill), I (death), @I (bomb), MAMIE (flight), e (kidnap), B (theta), and T
(robbery). On the other hand, the calls which have no triggering or abusive words in threatening
or sarcastic voices are categorized as normal calls.

Figure 1 shows our complete pipeline in a simplified manner. It monitors and analyzes voice
calls at its raw form and finally predicts if the voice call contains any threat or not. Firstly a
sample gets picked from our devised voice call dataset, then it goes through the inference pipeline
in the following way: The 1D Convolutional Neural Network (CNN) [6] extracts the feature from
the data sample, then that is fed into the Multilayer Perceptron (MLP) [7] which performs several
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non-linear transformations. Later, the softmax layer is used to detect the emotion in the voice
sample (Crime, Normal, or Sarcastic).
The significant contributions of our work are summarized in the following:

e Developing the very first Bengali voice call dataset for classification with annotated labels.
e Developing a baseline model to detect crime or threats from Bengali voice calls.

The rest of the paper is organised as follows: section 2 describes the related works and identifies
the limitations of previous approaches. The step-by-step data collection process, architecture and
implementation of the proposed system have been briefly explained and described with tables in
section 3. Section 4 demonstrates the experimental results and the analysis of the results as well.
Finally, section 5 concludes the paper by mentioning future work.

2. Related work

The very first issue one has to deal with while working with audio data is data scarcity. A great
deal of research has been done to develop numerous techniques that solve various audio data-
related tasks such as speech recognition, etc. however, the amount of publicly available labelled
data is still very limited.

There have been some recent works that show one can learn much richer and contextual repre-
sentations from audio data [8, 9]. Another group of works has demonstrated the opportunities of
Transfer Learning and Self-Supervised Pretraining in speech domain [10-12]. These methods are
highly sample-efficient and capable of learning in small-data regime. The framework proposed by
Schneider et al. [10] is a self-supervised approach that promises a way out of this data scarcity
issue. The Internet is full of audio data, movies, songs, talk shows, etc. There is no limitation
of that and everyday more audio visual data are being added. Therefore, with proper scrutiny
we can use those data. This is the question the authors ask in their work [10]. They use a great
amount of unlabelled data from the Internet to learn a meaningful representation. This phase is
called ‘pretraining’. After the model has learned the semantics of audio data it can represent them
in a meaningful way. Those representations then can be used to solve any sort of downstream
task. The authors have used an encoder (CNN) network and a context network (CNN) to learn
the representation from the raw audio data. This end-to-end approach makes it a very likeable
option for both companies. Thus, it can be said that more work will be seen based on this [10]
approach.

In other related work, Ifaz et al. [1] have also attempted to detect threats from voice calls. They
first did the conversion from speech to text. Then analyzing this text they have generated some
threat words level. Secondly, they classified the emotion of the speech by generating some features
directly from the audio signals and applying SVM and Naive Bayes algorithms. After that, they
have compared their generated threat words level with their pre-determined threshold. Lastly,
they have combined this result with the emotion of the speech to conclude with the decision if
threat is present or not. Since recognizing the emotion from a conversation is the most vital part
for correctly predicting the threat and detecting threat words are more or less trivial, we have to
be very accurate in recognizing the emotion step. Basu et al. [13] has used a technique for emotion
recognition by using CNN and RNN architecture and they have obtained up to 80% accuracy.
They have extracted Mel Frequency Cepstral Coefficient (MFCC) features and passed these to
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the CNN network. Then they have used the output of the CNN as the input of LSTM to build
their model.Abdulaziz et al. [14] have followed a simple approach where first they have generated
text from the audio files using Google Speech-to-Text API. Then n-grams are generated from the
text files using TensorFlow and the LSTM model. They have compared individual tokens they
have got from n-grams with their lexicon of threat words that contains the threat words. If the
token matches, then they have flagged the sentence as a threat. Lim et al. [15] have proposed
a model based on both CNN and RNN models. They call it Time Distributed CNN. The main
goal is not to use any predefined features but to create a model that learns independently. As a
result, there is no need for semantic analysis. Here the authors have provided input to CNN as
a time-frequency, 2D representation of audio using Short-time Fourier transform (STFT). With
the combined time distributed deep hierarchical CNNs with the LSTM network layer, they have
achieved a much better result.

By studying the existing works, we can observe that in the past several works have been carried
out to improve the performance of different machine learning models. However, no work has
targeted to devise new dataset, especially in Bengali language. We would like to mention reiterate
that current machine learning models are of no use without data. Thus, our contribution in
building the very first Bengali voice call dataset will hopefully help the community to involve in
more research in the Speech Emotion Recognition (SER) domain.

3. Proposed Method
3.1. Data Collection

In our dataset we have total 612 number of samples. Note that, in Machine Learning community
it is very common and preferable to express an audio dataset size in terms of hours. Accordingly,
our dataset have more than 9 hours of audio data. More than one-third of the voice calls in the
‘crime’ (positive) class are taken from public online platforms (e.g., leaked crime/threat calls from
the news, social media, etc.). One limitation is that around 70% of the calls are in male voice
although this is expected. The data samples are distributed into three classes:

e Crime: A voice call where the conversation is about plotting a crime or making threat to
someone

e Normal: A usual voice call that is not related to crime or threats.

e Sarcastic: A voice call where crime or threat related words are being used (e.g., gun, kill,
etc.) but not in a serious fashion (e.g., two friends discussing a movie plot).

Table 1 shows the class distribution of the dataset, which also shows that for the sarcastic class
both the number of samples and the duration are relatively lower with compared to the other two
classes. Thus, our dataset can be considered as an imbalanced dataset. Table 2 illustrates textual
sample of each class. Each sample is the exact textual representation in Bengali for a random
phone call from each class. All the call recordings are freely available in a public repository for
future researchers!.

Yhttps://tinyurl.com/detecThreats
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Table 1
Distribution of data into three classes

Class No. of Sample | Hours
Crime 280 4.46
Normal 305 4.22
Sarcastic 26 0.48
Table 2

Textual sample of each class

Class

Textual sample of calls

Crime

~ZICE I, ACHIRITS J2 A5 AT, AL (G [5CF0 YO | 62 M A< [BLFB AW PTG RIS,
o @ 901 it o b @ W @6l AR 17 - R Bres ISR Q! T q 17 - S A
T, WAl TRes Brrs o o feaw, @ afs Bt e wim [ =, ol wds @ismma ) o=
1ce1 fon-oa51 et [ e qemcaw 719 Beet o 2@ it 1 o =it 1™ ("Hello sir, there is an exam
on 2nd August in Rajshahi, everyone will be looking for train tickets. If all the tickets on that day are
released in the black market, then each ticket will be sold for four to five times the price." - "We can’t
sell all tickets in black market." - "Sir, no problem, you will give us all the tickets, we will buy each
ticket for two times the price, half of it will be yours, and you should sell three or four tickets in the
morning and should say that all the tickets are sold out." -“You are right”)

Normal

R - > I, A8 5 49?7 - “ G0, (AN G ©OIRA?” - “OIGEl Wik, (SR fF 4q@?” - “@geel
(IR WIfR” - “Q47 5 I8 T o= - A @A - “eI AT T (@A 230227 - “TE 9% @,
TN O @G (R - “8 SICACS! (Ol AR A IR Siora Gt 412 R A2 - “A AN @O
(T2, AT I O (@A A2 By SRR A1 2861 - “8 @, oz @itg & AR, @ 2@ - “otF
AR AT 17 (-“Hello” - “Yes, hello, what's up with you?” - "Nothing much, how are you brother?" -
"I'm fine, how about you?" - "Nothing, I am in the shop right now" - "Are you busy now or free?" -
"No, we can talk" - "How is the production of mango this year over there?" - "Not bad, the price has
gone up a little" - "Ok then those of you who bought the garden have been benefited, right?" - "No,
the price is increased, only those who have more mangoes in their garden will get the benefit" - "Oh
okay, we'll see you" - "May god protect us.")

Sarcastic

S - IR Q27 - AP (A - “SEE Al (O AN A (A AR A 22 - oA 7,
AR (TR R SR e 3WeE AGA 2 A7 - “NA [F? 9B IR Y @ A | AEF g3 IM
T A T, (O I FAICA (O 4 0 AP, OF Ted AFore 95 AT 7117 - “ofq IF” - “AM ([
(- "Hello" - "Where are you?" - "at home, why?" - "You were supposed to meet us today." - "Sorry
friend, guests are coming home so I won't go there today" - "What do you mean? You always do that.
If you don't show up today, I'll go to your house and kill you, and I will beat you black and blue." -
“Sorry friend” - “Keep your sorry to yourself.”)

3.1.1. Annotation Procedure

Due to the nature of our dataset, we had to follow a non-trivial way to create a data sample.

Here are the steps through which a data sample is collected:

e At first, choose the data class (‘crime’, ‘sarcastic’, ‘normal’) for which the sample is to be
made.

e Coordinate two team members and write a script for the phone call. For example, if it is a
‘crime’ class, then write how the conversation is going to be, who is going to make threats to

whom, what kind of crime will it be about, etc.

e Finally, make the phone call and proceed the conversation as per the script. When the call

is finished recording, save it in the database under the particular class name.

The phone calls collected from the public domains are annotated manually examining each call

and also converted to .wav format as mentioned in section 3.1.2.
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3.1.2. Data Processing

Unlike any other ML projects, we have not gone through lengthy preprocessing step as our
training pipeline is end-to-end. However, there are some standard perprocessing steps that we
have taken and those are the following:

Format conversion: At the very beginning the conversion of .mp4 and .mp3 to .wav format
is performed.

Dataset split: We make a 80/10/10 split of our dataset for the later train-test-validation
phases.

Resampling: We have resampled all the audios with the least sample rate, 8 khz due to meet
the memory constraints and faster training.

Stereo to mono conversion: We reduced the channel dimension of the audio to one for
memory constraints and complexity reduction.

Truncation: All the audio that are longer than the max-audio length (i.e., 50 sec or 400,000
samples) are cut down to the max-audio length.

Padding: The audios that are shorter than the max-audio length (i.e., 50 sec. or 400000
samples) are right padded to the max-audio length.

3.1.3. Limitations and Biases

Due to budget, time, resource, and other constraints, a number of biases limitations exist,
which introduced few biases into the dataset. Here are a few that we could easily identify without
performing any rigorous scientific study:

3.2.

Gender bias: Unfortunately, as mentioned earlier, the dataset is biased towards male gender
(70% calls are in male voice), and less calls are from female gender in different classes.
Typical crime plots: The crime data recordings are mostly based on typical plots one usually
sees in the movies or real-life leaked voice calls. As a result, some subtle crime plots are
missing in the dataset that in terms create survivorship bias.

Dialects: Bengali has a diverse set of dialects or way of speaking. Our dataset is highly biased
with dialects of ‘Dhaka’ and a little of ‘Kolkata’.

Limited participants: All the synthetic voice calls in the ‘crime’ class are made by a team of
ten members.

Imbalanced Data: The number of voice calls of "Sarcastic’ class is very low compared to other
two classes making the dataset imbalanced though we have solved it with WeightedRandom-
Sampler (also known as oversampling) and ClassWeight [16] methods.

Privacy Violation: Since a large portion of our call recordings are collected from public
domains, we could not gain proper permission for the most of the call recordings from the
actual callers or victims to use their recordings due to unavailability of contact information.
However, we took verbal permission from some callers depending on availability of their
contact information in publication domain.

Network Architecture

The architecture that we are using is a modified version of the M11 network which was proposed
by Wdai et al. [17].

Since we are looking for an architecture that works on raw audio signal and performs well on
classification or detection tasks, we have selected the M11 model architecture. It is a classic Deep
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Learning architecture for speech classification tasks, and also works as a perfect baseline for our
use case. We are calling our architecture as a ‘Modified M11’ because with the original M11 we
have added an additional MLP at the end to convert the classifier more flexible and to converge
faster. Figure 2 illustrates the proposed modified M11 model architecture.

Table 3
Modified M11 Architecture

Modified M11 (1.8M)
Input: 400000x1 (audio signal)
[80/4, 64]
Maxpool: 4x1
[3, 64] x 2
Maxpool: 4x1
[3, 128] x 2
Maxpool: 4x1
[3, 256] x 3
Maxpool: 4x1
[3, 512] x 2
Global average pooling
MLP
Softmax

Table 3 shows the model architecture that is being used in the later experiments. We are using a
modified version the original M11 [17], which is an 11-layered architecture with 1.8M parameters.
Note that [80/4, 64] denotes the convlD layer with a kernel size of 80, stride of 4 and 64 filters
(stride of 1 is not being mentioned in the table, i.e. [3, 64]). Moreover, [...] xn denotes n stacked
layers. All convlD layers are followed by a BatchNorm layer but is being omitted in the table to
keep it neat and clean. The MLP is a simple fully connected neural net with three hidden layers
and dropouts [18] in between.

3.3. Implementation

We have implemented the modified M11 model which is showed in the table 3. The audio signal
is preprocessed through resampling, padding, truncation, etc. steps as we have discussed in section
3.1.2. We use BatchNorm [19] right after every convlD layers to help with distribution shift [20].
Adam optimizer [21] is used with weight decay [22] and a mini-batch size of 64 (the largest we
could fit inside the GPU memory) to train the model and the training epoch is set to 80.

4. Experimental Results and Analysis

To execute our experiments we have used free Kaggle GPUs. To be specific, a Tesla P100 with
16 GB of RAM is used to conduct all the experiments, and Google Drive is used for data storage.
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Figure 2. The modified M11 architecture
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4.1. Selecting hyperparameter setting

Prior to training the model, we have a number of hyperparamets that we have to deal with,
where ‘trial and error’ seems a tedious job. Therefore, we have decided to perform a random
search [23] on the hyperparameter space of the model to narrow down the choices.

The sweep starts with a random set of hyperparameter parameters each time and we execute
the sweep with 22 agents. Thus, 22 models are trained with different sets of hyperparameters,
where each training is run for 30 epochs. Figure 3 shows a graphical summary of the sweep for
all the different hyperparameters.

After performing the sweep and analysing all the results, we are able to select the best hyper-
parameter setting. Table 4 gives a clear picture on the hyperparameters we finally use to train
the model.

Other than hyperparameters, we have also made some modifications to our training method.
As our dataset is highly imbalanced, we have experimented with WeightedRandomSampler (also
known as oversampling) and ClassWeight methods. These two methods are quite effective in that
regime. WeightedRandomSampler method balances the data batch by sampling more minority
class data, and ClassWeight method penalizes the model more when it makes mistake on minority
class. We train the model in both WeightedRandomSampler setting and ClassWeight setting
respectively.
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Figure 3. The graphical sweep summary

Table 4
Selected hyperparameters of the model
Hyperparameter Value
dropout__ 1 0.3
dropout_ 2 0.5

weight__decay 0.00005

learning_ rate 0.000696
hidden units 1 256
hidden wunits 1 256

optimizer Adam

batch_ size 64

epoch 80
Input Audio Output 0.18s

e Threat |
> 000/1:03 o i Normal (N
Sarcastic -

Clear ] { Submit J ) )
L [ — J | = J

Figure 4. The deployed model
4.2. Results and Discussion

Figures 5-8 show the behavior of the model throughout the training period in both Weight-
edRandomSampler and ClassWeight settings. We can observe that two settings are very close
in all of the metrics. However, one important observation is, even though the training loss is
monotonically decreasing the validation metrics are fluctuating, which indicates the presence of
overfitting. Therefore, we have used early stopping [24] to pick the best model from training
iterations.

Finally, we have used the checkpoints of our trained model and test it on the held out data.
Table 5 summarizes the performance of the two models. It is evident that there are some trade-
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Figure 5. Loss history of the model

val_f1
— ClassWeighted — WeightedRandomSampler
0.6
0.5
0.4
0.3
0.2

0.1
epoch

0 20 40 60

Figure 6. Fl-score of the model during training

val_precision

— ClassWeighted — WeightedRandomSampler
0.6
0.4

0.2

epoch
0 p

0 20 40 60

Figure 7. Precision score of the model during training

offs in both of the models: the WeightedRandomSampler setting has higher recall value but lower
precision for the ‘crime’ class, whereas the ClassWeighted setting has a stable precision-recall. If
higher recall is needed then the WeightedRandomSampler model is clearly a better choice.
Figures 9 and 10 show the confusion matrices for both ClassWeighted and WeightedRandom-
Sampler settings, respectively. We can see that the latter setting is able to classify more number
of positive class (i.e. Crime) samples than the former. Therefore, in this scenario we can be
ended up using the Fl-score to choose the final model. Based on the F1-score of all three classes,
the ClassWeighted setting has better numbers, so that is our final model. We have deployed our
trained model in a web server. Figure 4 shows that we can feed raw audio files into the system
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Figure 9. Confusion matrix of ClassWeighted setting
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Figure 10. Confusion matrix of WeightedRandomSampler setting

and it can produce the normalized probabilities for each class. The deployed version is currently
available for testing in the Hugging Face server? and can be accessed by any browser. The final
improved version of the project will be hosted in a premium domain but the codes and the data
will be always freely available.

2https://tinyurl.com/crimeFlromCallApp
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Table 5

Performance of the models
Class Class Precision | Recall | Fl-score
Weighted Crime 0.91 0.91 0.91
Setting Normal 0.90 0.85 0.88

Sarcastic 0.38 0.60 0.46
Weighted Crime 0.84 0.95 0.89
Random Normal 0.91 0.82 0.86
Sampler Sarcastic 0.50 0.40 0.44
Setting

5. Conclusion

As we live in the era of cellular phones, most of the crime or crime plots are made over cellphones
these days. In this work our target is to detect those threat or crime related phone calls and to
help the law enforcement agencies. We have collected and built a voice call dataset and trained
a baseline 1D convolutional model. For the best hyperparameter setting we have used random
search on the hyperparameter space, and due to the imbalance class distribution in the dataset
we have explored both the ClassWeighted setting and WeightedRandomSampler setting to train
the baseline model.

The main challenge we have faced in our work is to correctly classify the ‘sarcastic’ class.
Identifying the sarcastic class is very confusing for the model, since most of our data are prepared
by us or are taken from the Internet. These data are not prepared or taken from professionals
but what we have seen is that our model is working very well in these data. From the experience
of this work, in the future we are looking for coordinating with the law enforcement agencies and
professional actors who can help us prepare a comprehensive dataset.
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