Technology for reduction feature space for classification immunosignature data
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**Abstract.** Random sequences of peptides in a microchip make it possible to generate specific immunosignatures that can diagnose various diseases. A large number of features does not allow for the quick and efficient analysis of such data. In this study, we propose technology to reduce feature space using various methods. The proposed technology makes it possible with minimal computational costs to ensure the accuracy and reliability of the classification of immunosignature data. The technology was tested on samples formed from a set of real data with the introduction of noise at various levels. The efficiency of the proposed technology on all test samples with various classifiers used for further data analysis is shown. .
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# Introduction

Recently, innovation in computer and information technology has generated huge amounts of information available for analysis. Often there is a problem of low representativeness of information as a result of missing values, noise, redundancy and unreliability of data. To build effective data analysis models, researchers need relevant, high-quality data. In this regard, the selection of informative features is one of the most important machine learning technologies aimed at reducing the dimension of the input space. By discarding useless or redundant attributes, it not only improves the performance of the model, but also facilitates its interpretation [1].

Currently, many types of cancer are potentially treatable if the early stage of the disease is diagnosed. For early detection of malignant tumors, simple, minimally invasive, but at the same time accurate diagnostic methods are needed [2]. The biomarker immunosignature technology is one of such methods [3].

The basis of this technology is a microchip representing a set of peptides with random amino acid sequences, which interacting with human serum; give a map of immune activity. Peptide microchips are diverse and contain from 10 000 to 350 000 peptides. Currently, the applicability of various classification methods based on supervised learning [4, 5, 6, 7, 8] is being actively investigated to analyze and interpret data obtained through biomarker immunosignature technology.

Due to specificity of peptide creation technology, not all of peptide are informative, which adversely affects machine learning. In addition, most classification models are not resistant to noise, and together with the high dimensionality of the data makes high-quality model training almost impossible. In this regard, there is the problem of optimal selection of informative features.

Thus, the purpose of this study is to evaluate existing methods and create an effective technology for selecting informative features for a rational time, as applied to high-dimensional immunosignature data, ensuring accuracy and reliability of classification at a high level. To achieve the goal it is necessary to solve the following tasks:

* Analyze the existing methods of selection of informative features;
* Estimate applicability of existing methods for selection informative features to immunosignature data;
* Based on obtained results , develop most appropriate technology for selection informative features applicable to immunosignature data.

# Materials and Methods

The materials obtained by analyzing biomarker immunosignatures represent a set of data for peptide fluorescence intensity values, where the names of the peptides are columns (features) and the class labels are rows (examples). The study used a normalized data set from a public biomedical data repository, obtained by digitizing data from immunosignatures [9, 10]. The data set has the following characteristics:

* number of copies - 1516;
* the number of signs - 10371;
* number of classes - 15;

The number of examples of each class is different, so the data is an unbalanced dataset. Table 1 shows the number of instances of each class.

**Table 1.** Dataset description

|  |  |
| --- | --- |
| **Class** | **Count** |
| Healthy control | 249 |
| Astrocytoma | 166 |
| Valley Fever | 142 |
| Breast cancer stages II, III | 141 |
| Pancreatic cancer | 136 |
| Multiple myeloma | 112 |
| Lung cancer | 107 |
| Mixed oligoastrocytoma | 97 |
| Ovarian cancer | 86 |
| Pancreatitis | 82 |
| Second BC | 61 |
| Oligodendroglioma | 48 |
| BC stage IV | 42 |
| GBM | 27 |
| Ewing sarcoma | 20 |

To date, there are a large number of different methods for selection of informative features. They can be divided into filter approaches, wrappers, and embedded methods.

**Filtering methods** - do not depend on the data analysis algorithm that will be applied to the selected features after selection, since they evaluate their informativeness, looking only at the internal properties of the data. Filtering methods are easily scaled for high-dimensional data and do not have a high computational complexity, but most methods are one-dimensional and treat each attribute separately, ignoring the dependencies of attributes, which can lead to deterioration of subsequent data analysis [11, 12].

**Wrapper Methods** - use a data analysis algorithm to determine how good a feature set is selected. The search procedure in the space of possible subsets of features is determined, various subsets of features are generated and evaluated. In the framework of the classification task, the selected subset of features will be selected for a specific classifier, which acts as an evaluation function. A common disadvantage of wrapper methods is that they have a higher risk of retraining than filtering methods and have high computational complexity [13].

**Embedded methods** - in this approach, the ability to search for an optimal subset of features is built into the classifier design. Like the wrapper methods, the built-in methods are specific to a particular learning algorithm, but in terms of computational complexity, they are something between the methods of filtering and convolution [14, 15, 16, 17].

In connection with the absence of dependencies between features due to the biological specificity peptides, it is advisable to use filtration methods as the most computationally efficient. There are a large number of different methods for selecting informative features that are applicable within the framework of the classification task [18, 19]. Therefore, it is advisable to choose methods based on a fundamentally different mathematical approaches. Consider the selected methods in more detail.

Gain ratio — it is supervised, univariate, non-symmetrical and entropy based measure introduced to eliminate the bias of information gain. Enhances Information Gain as it offers a normalized score of a feature’s contribution to an optimal information gain based classification decision [20, 21, 22].

Where — information gain for a feature and the class label , — энтропия признака .

Relief-F — is an improved version of the popular and classic filtering algorithm Relief. It is an instance based feature selection which works by sampling an instance randomly from the data and then finds its nearest neighbor from the same and opposite class. The nearest neighbors are compared to the sampled instance and it is used to update relevance scores of each attribute [23].

M-statistic is a one-dimensional method for estimating the separability of two classes based on their probability distributions [25].

where μ\_1 — first class mean, μ\_2 — second class mean, σ\_1 — first class standard deviation, σ\_1 — second class standard deviation.

Jeffries–Matusita distance —one-dimensional method for assessing the separability of two classes is an improved version of the Bhattacharya distance..

где — mean values for classes and respectively, — covariance matrices and respectively,  — vector transposition.

**Fisher score** — it is a supervised and univariate feature weighting method which picks features that assigns similar value to the samples from the same class and different value to samples from different classes [26].

# Principle of filtering methods

Using of filtering methods consists in assigning an assessment to all features for the subsequent selection of a subset of informative features based on it. Most of the known filtering methods are applicable only under the conditions of the binary classification problem, but with the use of one-versus-one or one-versus-all strategy, it is possible to apply multiclass classification under conditions of problem. In this study, for all filtering methods, we consider decomposition of a multiclass problem into a set of binary problems using one-versus-one strategy [28].

Results of evaluating informativeness of features can be represented in the form of a matrix, where the element of the matrix is evaluation of filtering method, columns are various binary comparisons, and rows are numbers of attributes in original data set. A fragment of matrix with estimates of informativeness of signs using M-statistic algorithm is presented in Table 2.

**Table 2.** Fragment of feature score matrix for binary comparisons

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Comparison 1** | **Comparison 2** | **Comparison 3** |
| Feature 1 | 0.1814 | 0.7218 | 1.2067 |
| Feature 2 | 0.6448 | 0.0697 | 0.1479 |
| Feature 3 | 0.3237 | 0.6923 | 1.0535 |
| Feature 4 | 0.4239 | 0.8101 | 0.2108 |

The initial values ​​of estimates for each attribute are replaced by value of position number of attribute in sorted list. A fragment of the rating matrix for M-statistic algorithm is added in Table 3.

**Table 3.** Fragment of matrix of ratings of each feature in binary comparisons rating

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Comparison 1** | **Comparison 2** | **Comparison 3** |
| Feature 1 | 6841 | 3002 | 522 |
| Feature 2 | 1009 | 9706 | 8936 |
| Feature 3 | 4386 | 3324 | 1042 |
| Feature 4 | 2973 | 2195 | 8324 |

The next step is to calculate relative ranking matrix by the formula:

where – relative ranking of feature , – feature rating value, matching binary comparison , – number of features in source data. Thus, all initial values are normalized to the interval [0, 1]. A fragment of the rank matrix for M-statistic algorithm is presented in Table 4.

**Table 3.** Fragment of the matrix of ranks of attributes

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Comparison 1** | **Comparison 2** | **Comparison 3** |
| Feature 1 | 0.3403 | 0.7105 | 0.9496 |
| Feature 2 | 0.9027 | 0.0641 | 0.1383 |
| Feature 3 | 0.5770 | 0.6794 | 0.8995 |
| Feature 4 | 0.7133 | 0.7883 | 0.1973 |

For formation of final data set, a strategy is used to select the N best features for each binary comparison.

# Technology

Filtering algorithms have various disadvantages that do not allow to find optimal set of informative features, as a result of which the efficiency of various classifiers varies considerably. There are many possible ways to improve feature filtering. In this study, the construction of an ensemble of filtering algorithms is considered.

When building an ensemble of filtering algorithms, we selected: Gain ratio, Relief-F, and M-statistic. The values ​​of rank matrix for each binary comparison are determined by following formula:

где , , – feature ranks on list, appropriate binary comparison , calculated using selected algorithms, filter weighting factor, – filter weighting factor , – filter weighting factor . Filter weights are calculated as:

где – Accuracy value when classifying a data set formed from N best features selected by -th filter, – sum of Accuracy values when classifying a dataset formed from N best attributes selected by each filter independently.

Further, based on values of ranks, N best features are selected for each binary comparison and a final data set is formed.

# Experimental studies

The purpose of the experimental studies is to assess the applicability and performance of selected filtering algorithms. To effectively apply the strategy of selecting the N best attributes, it is necessary to determine the value of the parameter N. To do this, we will conduct an experiment as follows.

* Selection of informative features, varying the number of N best features.
* Conduct a classification for each generated data set.
* Evaluation results.

In early studies for the classification problem, effectiveness of algorithms Random forest (RF) and Support vector machine (SVM) was revealed, therefore their use in this study as a classifier is quite reasonable [28].

When choosing a classification quality metric, we take into account the peculiarities of the processed data. The task of classifying data on biomarker immunosignatures is multiclass classification. In addition, the data set is an unbalanced sample. Therefore, in this experiment, it is advisable to use the Cohen's kappa classification metric [28].

To assess effectiveness of selection of informative features, it is necessary to form samples with various parameters that vary widely. It is advisable to implement this by distorting informativeness of features by entering noise into the data set. As noise, this experiment uses additive and multiplicative Gaussian white noise with constant mean and varying standard deviation. To analyze effectiveness of selection informative features, we will conduct an experiment using the following algorithm:

* Distort informative features in a Gaussian white noise dataset with different standard deviation values.
* Selection of informative features by various methods in each data set.
* Perform classification for each generated data set.
* Repeat steps 1-3 for both additive and multiplicative noise.
* Evaluation of the results.

For experiment, the R programming language and the implementation of data analysis methods from CRAN public repository were used. Table 5 lists the sources (packages) and settings for each method.

**Table 5.** Used packages and their parameters

|  |  |
| --- | --- |
| **Method** | **Package and Settings** |
| Healthy control | 249 |
| Gain ratio | “CORElearn” |
| Relief-F | “CORElearn” |
| M-statistic | “spatialEco” |
| Jeffries–Matusita distance | “spatialEco” |
| Fisher score | “PredPsych” |
| Support vector machine | “e1071”, kernel = "linear" |
| Random forest | “randomForestSRC”, ntree =100 |

# Results

In fig. 1, 2 shows the graphs of the quality of classification of the RF and SVM algorithm on the number of selected best features. It can be seen that the selection of more than 10 best features for the SVM and RF classifier does not improve the quality of classification for all the considered methods. In this regard, in the next experiment 10 best features will be used for each pairwise comparison.



**Figure 1.** The results of the classification of SVM with a different number of N best features.



**Figure 2.** RF grading results with various numbers of N best attributes.

In fig. 3.4 shows results of work SVM and RF classifiers on data previously distorted by multiplicative noise. The diagrams show quality of classifier, depending on selection algorithm informative features. It can be seen that the best of the studied algorithms for the selection of informative features for classification using SVM are M-statistic, Fisher score and Stacking, and using the RF - Gain ratio and Ensemble.



**Figure 3.** Results of selection informative features for classification of SVM at different levels of multiplicative noise.



**Figure 4.** Results of selection of informative features for classification of RF at different levels of multiplicative noise.

In fig. 5.6 shows results of work SVM and RF classifiers on the data previously distorted by additive noise. The diagrams show quality of classifier, depending on selection algorithm informative features. It can be seen that for classification using SVM, advantage of algorithms M-statistic, Fisher score and Ensemble for the selection of informative features is preserved. At the same time, for the RF algorithm there are practically no differences in the work of the selection methods of informative features.



**Figure 5.** Results of selection of informative features of methods for classification of SVM at different levels of additive noise.



**Figure 6.** Results of selection informative features of methods for the classification of RF at different levels of additive noise.

# Conclusion

High dimension of immunosignatures combined with a high content of non-informative features creates significant difficulties for effective use of existing methods of machine learning. To improve efficiency of classification on such data, a technology for reducing attribute space has been proposed, which makes it possible to ensure accuracy and reliability of the classification of immunosignature data with minimal computational costs.

The technology was tested on samples formed from a set of real data with introduction of noise at various levels. The efficiency of the proposed technology on all test samples with various classifiers used for further data analysis is shown.
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